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1. INTRODUCTION

Many key decisions made at a firm can be categorized as “choices.” The decisions range from operating, investing, and financing to financial reporting, voluntary disclosure, and executive compensation. For example, a retailer may adopt a just-in-time inventory system or a traditional one. Firms increase or decrease research-and-development expenditures, open new stores or close existing stores, and increase hiring or lay off employees. Managers may issue debt or equity to raise capital and further decide what particular types of securities to issue. Firms may distribute dividends or repurchase stocks to return investments to investors. Managers may manipulate reported earnings. Anticipating an earnings shortfall, some managers warn investors but others do not. Firms may hire compensation consultants for CEO pay. These decisions fascinate accounting and finance researchers, who are interested in evaluating their consequences.

A serious challenge for researchers, however, is that, for a given firm, researchers observe only the outcome of the choice made but not the outcomes of choices not made. Therefore, researchers are unable to compare the outcome difference of choices for a given firm to evaluate the effects of its decision. To overcome this problem, researchers often attempt to select a control firm that is identical, except for the decision choice, to the firm that has made the choice of interest. This task is readily accomplished in controlled experiments, where subjects can be randomly assigned to treatment (i.e., the choice of interest) vs. non-treatment (i.e., the alternative choice) so that researchers can make inferences about the average effect of treatment. The task is problematic outside the realm of controlled experiments, where firms are heterogeneous and corporate decisions are observed ex post. What makes evaluations more challenging is that researchers cannot observe all the information that managers and investors use in decision making. In other words, researchers use smaller sets of information to evaluate managers’ decisions than the information sets used by managers and investors.
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It is crucial for researchers to account for the observable and unobservable differences between a selected control firm and the "ideal" control firm (that is, the sample firm itself) in evaluating treatment effects. Absent controls for these differences, selection bias, which is one form of endogeneity problem, can lead to inappropriate inferences about treatment effects. Examples of observable differences are firm size and growth. "Selection bias due to observables" results from a failure to control for differences researchers can observe. Unobservable differences arise because researchers are restricted to smaller information sets than managers and market participants. Examples of unobservables are information revealed during a financial audit that is known to some market participants or other information that is publicly disclosed by the company but is too costly for researchers to collect.¹ "Selection bias due to unobservables" results from a failure to control for the effect of differences researchers cannot observe.

Both types of bias have been serious concerns for labor economists, who evaluate a variety of training and welfare programs. Statistical and econometric tools have been developed to address them. Matching a participant with a non-participant with similar (of course, observable) characteristics was a common tool used in the 1980s to mitigate selection bias due to observables [Heckman, Ichimura, and Todd 1998]. Matching on covariates (e.g., firm characteristics) is ideal when the number of characteristics over which participants and non-participants differ is limited and the variables are categorical. Matching, however, is difficult or infeasible when the number of characteristics to match is large and the sample size is limited. Rosenbaum and Rubin [1983] propose matching by a function of covariates rather than by each covariate. The function they choose is the probability of an individual being selected into the program (and thus to be treated). This matching method is referred to as "propensity score matching" (PSM). PSM has been widely used and discussed in numerous disciplines, including statistics, economics, and medicine, in the past three decades and has been increasingly applied in accounting and finance research in the past few years. For example, Journal of Accounting and Economics had no publications using PSM before 2010, but two publications in 2010; Journal of Financial Economics published its first two articles that use PSM in 2004 and three articles during 2006-2009, but published or accepted for publication 10 articles in 2010 alone.

The concern of selection bias due to unobservables was first thoroughly addressed by Lee [1978] and Heckman [1979]. Heckman proposes a two-stage approach to evaluating programs for which the treatment choices are binary and the program outcomes depend on a linear combination of observable and unobservable factors. His approach is to estimate the choice model in the first stage and add a bias correction term in the second-stage regression. After further restricting unobservables to multivariate normal distributions, he derives the bias correction variable in the form of inverse Mills ratio (IMR), that is, a ratio of standard normal p.d.f. over standard normal c.d.f. (or 1 minus the c.d.f.)

¹ Throughout the article, the term "unobservables" means the factors affecting both treatment selection and treatment outcome. If an unobservable factor affects either process but not both, it does not cause an estimation bias.
The IMR method is easy to implement and requires little computing power, and thus has become immensely popular. The method has been increasingly used in accounting and finance research in recent years. For example, *Journal of Accounting Research* published only one study that used the IMR method by 1997, but nine studies since 2003. *Journal of Accounting and Economics* published only one study with the IMR method by 1999, but 15 studies since 2005. The use of IMR in *Journal of Financial Economics* also surged in 2010, following a steady pace of applications since 1995.

The growing interest in PSM and IMR in accounting and finance research warrants a survey discussing the conditions for each method and the confusion and perhaps mistakes in their applications. In this article I share my observations regarding these issues. The PSM method requires “conditional independence,” which means that the selection or self-selection of participant (treated firm) vs. non-participant (untreated firm) can be fully explained by observable factors. The estimated treatment effect using PSM can only be generalized to “common support,” meaning the portion of the population that can meaningfully decide whether to participate (unless all observations are used with weights that increase with the closeness of their match with the treated firm—an approach known as “kernel weighting”). The IMR method, on the other hand, deals with selection on unobservable factors. Because IMRs are derived from truncated binormal distributions, it is only appropriate if the first-stage choice decision is modeled in binary probit (hereinafter “probit”) and the second-stage outcome is modeled in a linear regression, and if the unobservables in the two stages are binormally distributed. When these conditions are not met, adding IMR to the second stage does not correct the selection bias that researchers intend to correct.

Despite the popularity of PSM and IMR, there is confusion in accounting and finance research about the appropriate use of each. One misconception is that PSM can address selection bias due to observables as well as unobservables. Before choosing PSM, it is important for researchers to understand the generating process of the non-experimental data and confirm that unobservables are not the primary concern. Even when the primary concern is selection bias due to observables, researchers using PSM still need to identify the common support and check whether the treated and control firms matched by propensity scores are, in fact, close with respect to the covariates. In addition, researchers are advised to check the sensitivity of findings to the effects of unobservables; so far, very few do so.

The problems in IMR applications are twofold. First, some studies use the IMR method even when it is not applicable. The IMR method has been popular in accounting and finance research because of its tradition and simplicity. The method, however, is only applicable in a limited number of situations stated
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2 Wooldridge [2002, p.562-563] states that the binormal distribution assumption can be relaxed for the second-stage error term if its mean conditional on the first-stage error term (which has to be normal) is linear. However, except for binormal distributions, few bivariate distributions satisfy this condition.

3 Even though PSM is widely used in labor economics in examining mandatory (i.e., selection by a program manager) and voluntary selections, the technique might not be as useful in accounting and finance where managers have more discretion, the decisions involve more parties, and the decision-making process is more opaque to researchers.
previously. When the IMR method is not applicable, as long as the model is parametric, researchers can estimate treatment effects by full information maximum likelihood estimation (FIML). FIML is maximum likelihood estimation applied to a system of equations. It is more efficient than the IMR method even when the latter is applicable because FIML uses all information at once rather than in two steps as under the IMR approach. Second, some studies might have used wrong formulas in calculating IMR for treated and untreated (control) firms.

This article contributes to the accounting and finance literatures in several ways. First, the article discusses two popular econometric tools—PSM and IMR—in one unified framework. This structure allows researchers to compare and contrast two types of selection bias and the econometric tools that mitigate them. Second, the article provides a review of the applications of PSM at a time when the method has piqued researchers’ interest. Although Roberts and Whited [2011] include a section on matching methods in their review of endogeneity in corporate finance research, their coverage is technical and does not survey PSM applications. Third, this article discusses several issues in applying the IMR method to correct selection bias due to unobservables. In contrast, the review of Francis and Lennox [2008] focuses solely on the issue of having the same covariates in both the first and second stages. Finally, compared with extant econometric readings (e.g., Heckman et al. [1998], Heckman [2001], Greene [2003], Schroeder [2010]), this article emphasizes intuition and applications and avoids unnecessary technical details, thus appealing to a broader audience in accounting and finance. Overall, the article focuses on drawing researchers’ attention to the issues discussed rather than serving as a “how-to” manual. For the same reason, the survey of applications in the article is representative, but not exhaustive.

The rest of this article is organized as follows. Section 2 presents the necessary econometric framework for discussing the two types of selection bias. Section 3 introduces PSM and discusses the confusion and inadequacy in applying the method. Section 4 introduces the IMR method and discusses the confusion and mistakes in using the method. Section 5 concludes.

2. SELECTION BIAS

This section introduces the econometric framework with binary treatment choices and defines selection bias. I use managers’ decision of whether to issue a warning about a forthcoming earnings disappointment as an example. In econometric terminology, the decision to issue a warning is the “treatment” and warning firms are the “treated group,” the decision not to issue a warning is the “non-treatment” and non-warning firms are the “untreated group.” The outcome of interest is investors’ price reaction to the decision to warn. Depending on whether researchers are interested in making inferences about the whole population, the subpopulation of the treated, or the subpopulation of the untreated, they may examine the “average treatment effect” (ATE), “average treatment effect on the treated” (ATT), or “average treatment effect on the untreated” (ATUT). All three terms answer hypothetical questions. In the warning example, ATE estimates on average how stock returns differ if firms warn versus if they do not warn, regardless of whether in reality a firm warns or not.
ATT estimates on average how the observed stock returns of the firms that have warned differ from the hypothetical returns had these firms not warned. ATT estimates on average how the stock returns of the firms that did not warn would have been different had they warned than their observed returns without warning.

The difficulty in answering these questions is that the outcome of warning from a warning firm is of course observed, but the outcome of non-warning for the same firm is never observed and is referred to as a “counterfactual” outcome. Similarly, the outcome of a non-warning firm had it warned is also counterfactual. In non-experimental settings, researchers attempt to use an observed outcome to proxy for a counterfactual outcome in estimating treatment effects. Selection bias arises when the proxy is not close to the counterfactual for which it is proxied. I use the following framework to demonstrate bias in estimating ATT, since among the three treatment effects ATT draws researchers’ interest most often.

Equation (1) models the outcome (Y) of treatment (with subscript 1) and Equation (2) models the outcome of non-treatment (with subscript 0), where X are the factors beyond the treatment decision that affect the outcome and are observable to researchers and v is a collection of relevant factors unobservable to researchers. Equation (3) models the treatment decision, where researchers merely observe whether a firm is treated (T_i = 1 when T_i* > 0) or untreated (T_i = 0 when T_i* ≤ 0), not the cost-benefit analysis by the decision maker (i.e., T* is latent). In this decision, some factors (Z) are observable to researchers and others (ε) are not.

\[ Y_{i1} = \alpha_1 + X_i \beta + \nu_{i1} \] (Data are observed only when T_i* > 0, that is, T_i=1) (1)

\[ Y_{i0} = \alpha_0 + X_i \beta + \nu_{i0} \] (Data are observed only when T_i* ≤ 0, that is, T_i=0) (2)

\[ T_i* = Z_i \gamma + \epsilon_i \] (3)

By definition, ATT = E[ATT(x)], where

\[ ATT(x) = E(\underbrace{Y_{i1} | T_i=1}_{\text{observed}}) - E(\underbrace{Y_{i0} | T_i=1}_{\text{counterfactual}}) \] (4)

Researchers need a proxy for the counterfactual. A ready candidate for the proxy is to use an outcome observed from the untreated group (or a subset of the group). If researchers simply compare the average difference in the outcome of the treated vs. the proxied counterfactual, the estimated ATT is

\[ \widehat{ATT} = E[\widehat{ATT}(x)], \] where

- I assume that the coefficients on the observables in the two outcome equations are the same, consistent with the popularly used ‘treatment effect model’ in Greene (2003). This assumption likely holds in general settings. For example, in the warning example, there is no reason to believe that the size and growth mimicking factors in asset pricing play different roles for warning firms than for non-warning firms. Later, I discuss studies that allow the coefficients to vary across the outcome equations.
\[
\widehat{ATT}(x) = E(Y_{i1} \mid T_i = 1) - E(Y_{i0} \mid T_i = 0)
\] (5)

The difference between the estimated \( \text{ATT} \) and the true \( \text{ATT} \) is the estimation bias, due to some firms being selected (or self-selected) into one group to be treated and others into the untreated group such that proxies have to be used for counterfactual outcomes. This bias is referred to as the “selection bias” in the econometric literature.

\[
\text{Selection bias} = \widehat{ATT} - \text{ATT} = E\left[ E(Y_{i0} \mid T_i = 1) - E(Y_{i0} \mid T_i = 0) \right] \] (6)

It is up to a researcher to decide whether observables or unobservables are the primary cause of the selection bias, because whether a variable is observable depends on the researcher’s information set. If observables, denoted by the vector of \( X \), are the primary cause and the bias caused by unobservables can be ignored, the researcher’s goal is to best control for the effects of \( X \) on the outcome either (1) by controlling and removing the effects using a regression approach or (2) by choosing control firms from the untreated group closest to sample firms regarding these observables using a matching approach. PSM is a particular matching method.

On the other hand, researchers may decide that the effects of unobservables on the estimation bias cannot be ignored. This means that the unobservables in the outcome equations, \( \nu_i \) and \( \nu_0 \), are correlated with the unobservables in the decision (choice) model, \( \epsilon \) (See Section 4). In other words, after researchers consider all factors that they can observe, they still believe that some unobservable factors are contributing both to the choice and the outcome of the treatment. For example, in the earnings warning example, perhaps managers with worse news that is unobservable to researchers but observable to some investors are more likely to warn to avoid lawsuits for withholding bad news. Although stock price plummets after the warning, leaving the impression that the act of warning has caused the price to drop, in fact the price would decline as soon as investors observe the bad news regardless of the warning. The magnitude of the price decline regardless of warning is the selection bias due to unobservables. The IMR method is an intuitive, simple, and highly parameterized method addressing this type of selection bias. The method also conveniently controls for selection bias due to observables in the second-stage regression.

3. PROPENSITY SCORE MATCHING AND ITS APPLICATIONS

The regression approach to mitigating selection bias due to observables imposes a linear relation between the observables (“covariates”) and the outcome of interest. In addition, highly correlated covariates may induce multicollinearity in regression estimation. Matching by covariates could avoid both problems. Matched-sample designs have a long history in accounting and finance research (Cram, Karan, and Stuart [2009]; Loughran and Ritter [1997]). For example, researchers identify a control firm from the untreated group that is in the same industry as, and has the closest firm size to, the treated firm, as-
suming that industry and firm size are key determinants of the outcome of interest. Researchers then compare the outcomes of treated firms with those of control firms. Sometimes researchers further control for factors that are not bases of matching in a multivariate regression after initial matching.

Covariate matching is ideal when treated and untreated firms only differ on a few dimensions and the differences are represented by categorical variables. For each treated firm, researchers can find a control firm with the exact covariates. When covariate matching is feasible, it produces the best estimate of ATT (Rosenbaum and Rubin [1983]; Zhao [2004]). As the number of dimensions grows, however, covariate matching will become difficult or infeasible. That is, researchers may not find any untreated firm that shares the same characteristics as a given treated firm. PSM is one way to overcome this dimensionality problem by aggregating all covariates into one score using a likelihood function. The use of the likelihood function may appear more sophisticated than traditional covariate matching to an audience not familiar with PSM (because PSM involves estimating a parametric choice model and calculating propensity scores). Matching by an aggregate score of treatment propensity, however, is driven by statistical concerns (e.g., exact covariate matching is infeasible) rather than economic concerns. This is why PSM was first proposed by statisticians and not by econometricians. The benefit of reducing dimensions from a large number of covariates to one aggregate score comes with a cost: PSM provides a coarse match (Rosenbaum and Rubin [1983]). Still, the ultimate goal of matching is to find a control group that resembles (in terms of distributional similarity) the treated group on the observable characteristics when exact matching by covariates is infeasible. Thus, it is important for researchers to check how well the treated and control firms are matched on the covariates after matching them by propensity scores. If the two groups are poorly matched on covariates, researchers may need to reconsider the specification of the likelihood function that is used in PSM in the first place.

In the framework presented in Section 2, instead of estimating the outcome regressions, researchers using PSM compare the outcomes of treated firms with those of control firms, where the control firm (or group) is identified as a firm (or subgroup) in the untreated group with a propensity score close to that of the treated firm. Here, the propensity score is the predicted likelihood of a firm being selected for treatment based on the observables, X, assuming covariates X=Z, or on the observables that affect both the treatment and outcome (Caliendo and Kopeinig [2008], p.38). Researchers use several criteria to identify the control firm (or group) with a propensity score “close” to the treated firm’s: (1) the smallest distance, (2) a group in the nearest neighborhood, or (3) kernel weighting (where every observation in the untreated group is used with higher weights for closer observations and lower weights for more distant observations) (Diaz and Handa 2006).

The PSM estimator for ATT is often defined as the mean outcome difference of treated and control firms matched by PSM. In other words, the counterfactual outcome in Equation (4) is proxied by the average outcome of control firms selected by PSM. The estimator is unbiased under three conditions. The first condition requires that after matching by propensity scores, the selection of treatment and non-treatment can be considered random. Intuitively, it means that the selection bias is caused by observables, not unobservables. This condi-
tion has been referred to as the "fundamental identification condition," "conditional independence" (or a weaker condition of "mean independence"), "unconfoundedness," "ignorability condition," and "selection on observables" (Zhao [2004]; Heckman et al. [1998]). The second condition requires that at the propensity scores used in matching, both treatment and non-treatment selections are possible. The condition fails if only treated or untreated firms are observable at a given score. This condition is referred to as the "common support" condition. Intuitively, outside the common support, one cannot reasonably find a match for the treated firm. The third condition is balancing, that is, the distributions of covariates are approximately similar for the treated and control groups after PSM.5

These conditions have implications for applying PSM and drawing inferences. First, PSM is applicable to settings in which selection bias due to unobservables is not a major concern. There appears to be confusion among researchers about when to use PSM. The confusion is likely due to different interpretations and usage of "selection bias" and "endogeneity." "Selection bias" is technically meaningful both for selection on observables and selection on unobservables, but it is originally and more frequently used for problems of selection on unobservables (Heckman [1979]; Vella [1998]). "Endogeneity" also has different interpretations among researchers. In econometrics, "endogeneity" merely means that the covariates are correlated with the error term (Wooldridge [2002], p.50) and thus endogeneity exists in cases of selection on observables and selection on unobservables as well as in other omitted-correlated-variable situations. In other branches of economics, "endogeneity" means that a variable is determined within the context of a model—it is a choice (Wooldridge [2002], p.50). When researchers state that they use PSM to mitigate selection bias or to address endogeneity without qualifications, the statement is technically correct, but it might be interpreted by some readers as meaning that PSM can address selection bias due to unobservables.

Here are a few instances of the confusion. First, the term "selection models" in econometrics refers to the econometric models dealing with selection on unobservables, not the techniques dealing with selection on observables, even though the word "selection" appears in both problems. In another example, Hamilton and Nickerson [2003] review the applications of selection models in management and suggest that selection bias is the result of treatment's being a choice. In fact, if the choice can be fully explained by variables observable to researchers, selection models are not needed even though selection bias and endogeneity technically exist. In some instances, researchers use "endogeneity" as a reason to employ PSM without arguing that the endogeneity problem is due to observables, not unobservables (Hale and Santos [2009]; Lee and Wahal [2004]).6 What adds to the confusion is a statement in a widely circulated lit-
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5 The literature of matching estimators in general lists the first two conditions. Zhao [2004, p.92] points out that these two general conditions hold under PSM only if the balancing property is satisfied. Therefore, PSM requires three conditions.

6 Hale and Santos [2009, p.187] state, "In reality, this decision is likely to be endogenous. We use a propensity score matching to control for potential endogeneity of the set of firms that issues public bonds and the timing of their bond IPO." Lee and Wahal [2004, p.377] write, "Although controls are undeniably important, the crux of our problem is that venture backing is not randomly distributed, but represents an endoge-
erature survey by Armstrong, Guay, and Weber [2010, p.207]: “Although a propensity score research design is one technique to address identification difficulties posed by endogenous matching on unobservable variables, there are a number of other recent advances in the statistics and econometrics literatures that seem well suited to addressing this and other similar research questions.” In fact, PSM and the IMR method are viewed as alternatives in some studies. For example, Doyle, Ge, and McVay [2007] report results using PSM and the IMR method side by side as alternatives to address firms’ self-selection, even though their discussion alludes to selection on unobservables. Lee and Wahal [2004] use an endogenous switching model, which is a variant of models addressing selection on unobservables, as an alternative to their PSM-based primary analysis. As Peel and Makepeace [2009] note, the increased popularity of PSM in recent years is perhaps due to researchers’ beliefs that PSM is an alternative method to traditional Heckman procedures (for which the IMR method is the most popular implementation) for estimating treatment effects, after the latter was criticized for lacking robustness to model specifications (Stolzenberg and Relles [1997]). However, PSM does not cure the disease that traditional Heckman procedures are supposed to cure, even though the latter is imperfect.

To reduce the confusion in the literature, it is important for researchers who use PSM to be explicit that they use the technique to addresses selection on observables, not on unobservables. It would also be helpful to readers if researchers could clarify why selection on unobservables is not a serious concern in their setting. Appendix A lists the studies published in *Journal of Accounting and Economics* and *Journal of Financial Economics* that use PSM. It is surprising that half of the studies do not even mention that the PSM technique is for addressing selection on observables. Furthermore, when PSM is used, researchers could provide a validity check if they test the sensitivity of the findings to simulated unobservables following the procedures in Rosenbaum [2010] and Peel and Makepeace [2009]. Unfortunately, with the exception of Armstrong, Jagolinzer, and Larcker [2010], most accounting and finance PSM studies do not do so.

Second, inferences from PSM are valid only for the range of propensity scores of common support. Researchers are advised to identify this range and generalize their findings to only this portion of the population rather than to the whole population. Among accounting and finance studies that use PSM in main analyses, few check for common support and qualify the findings (Appendix A).

Third, it is important for researchers to check the balancing property, at least the means of the covariate distributions, after matching by propensity

---

1. This introduces a selectivity bias, one that can easily reverse inferences. To account for this bias, we use matching methods that endogenize the receipt of venture financing and do not impose linearity of function from restrictions.

2. Peel and Makepeace [2009] state in their opening paragraph, “While Heckman two-step model procedures are employed in this context in an endeavor to control for unobserved selection bias, researchers are becoming aware of their potential sensitivity and are increasingly turning to propensity score (PS) matching to investigate treatment effects.” In fact, PSM is also sensitive to specifications of the choice model.

3. PSM can be effectively used with the difference-in-difference (DID) design, where DID removes selection bias due to time-invariant unobservables so that the first condition for PSM is satisfied (Caliendo and Kopeining [2008, p.55]; Kirk [2010]; McInnis and Collins [2010]; Chava and Punnamandam [2011]).
scores. The dimension reduction by PSM is worthwhile only if the covariates of treated and control firms have similar distributions after being matched by propensity scores. If not, researchers perhaps need to modify the specification of the choice model (Caliendo and Kopeinig [2008], p.43). Among the studies surveyed in Appendix A, only 58% check the balancing property.

Other issues in applying PSM relate to the specifications of the outcome and choice models. Although a binary choice is used in the framework in Section 2, there can be more than two choices as long as they are categorical. Accordingly, propensity scores can be calculated from other discrete choice models than probit (see Armstrong et al. [2010]). Regarding the outcome equations, most studies estimate ATT merely from the average outcome difference between treated and control firms after matching; that is, the analysis is based on a univariate comparison after matching. In most accounting and finance settings, the treatment outcome may be determined by factors that do not affect treatment selection. For example, in Lee and Wahal [2004], the authors examine the differences in first-day IPO returns between venture-capital-based firms and non-VC-based firms by comparing the returns of the former with those of control firms selected from the latter group based on propensity scores of venture-capital-backing choice. General investors (other than the venture capitalists) in the IPO market probably consider other factors, such as a firm’s age, business complexity, recent product development, and sales growth beyond the considerations of venture capitalists, who have provided funding at an earlier stage of the firm. Although univariate outcome comparisons after PSM produce consistent estimators of treatment effects, controlling for factors that affect treatment outcome even if they do not affect treatment selection would yield more efficient estimators.\footnote{Some studies include in the choice model the variables that affect the treatment outcome but not selection (e.g., underwriter ranks in Lee and Wahal [2004]). Including irrelevant variables in the choice model would lead to poor performance of the choice model and increase the variance of the PSM estimator (Caliendo and Kopeinig [2008], p.38).}

4. THE INVERSE MILLS RATIO METHOD AND ITS APPLICATIONS

While PSM addresses “selection bias due to observables” by finding a control firm ($T=0$) from the untreated group that is closest to the treated firm ($T=1$) to minimize the difference between the right-hand terms of Equation (6), the IMR method addresses “selection bias due to unobservables” by estimating a bias correction term in the first stage through the choice model and adding it in the second-stage outcome regression. As the label suggests, “selection bias due to unobservables” has much to do with the unobservables in the outcome model and the unobservables in the choice model.

In Section 2 the true average treatment effect (ATE) in the parametric model is $\alpha_1 - \alpha_0$. The IMR method in fact estimates ATE, not ATT, based on observed data. Next, I will discuss how the IMR method estimates ATE and then show how researchers can infer ATT from an estimate of ATE. Still, a crude ATE estimator could be calculated by comparing the average outcome differences of treated and untreated firms, $E(Y_{1i} \mid T_i=1) - E(Y_{0i} \mid T_i=0)$, because this is all researchers can observe. Here,
\[ E(Y_{ii} \mid T_{i}=1) = \alpha_i + X_i \beta + E(v_{ii} \mid T_{i}=1) = \alpha_i + X_i \beta + E(v_{ii} \mid \varepsilon_i > -Z_i \gamma) \quad (7) \]

\[ E(Y_{oi} \mid T_{i}=0) = \alpha_o + X_i \beta + E(v_{oi} \mid T_{i}=0) = \alpha_o + X_i \beta + E(v_{oi} \mid \varepsilon_i \leq -Z_i \gamma) \quad (8) \]

Assume binormal distributions of \((v_i, \varepsilon)\) and \((v_o, \varepsilon)\) with 0 means and covariances \(\sigma_{ev_i}\) and \(\sigma_{ev_o}\) and normalize \(\sigma_{\varepsilon}\) at 1 as in probit models. Following the properties of truncated binormal distributions (Greene 2003, pp. 759 and 788), we have:

\[ E(v_{ii} \mid \varepsilon_i > -Z_i \gamma) = \sigma_{ev_i} \frac{\phi(-Z_i \gamma)}{1 - \Phi(-Z_i \gamma)} = \sigma_{ev_i} \frac{\phi(Z_i \gamma)}{\Phi(Z_i \gamma)} \]

\[ E(v_{oi} \mid \varepsilon_i \leq -Z_i \gamma) = \sigma_{ev_o} \frac{-\phi(-Z_i \gamma)}{\Phi(-Z_i \gamma)} = \sigma_{ev_o} \frac{-\phi(Z_i \gamma)}{1 - \Phi(Z_i \gamma)} \]

Thus, Equations (7) and (8) become (9) and (10). Differentiating them yields (11):

\[ E(Y_{ii} \mid T_{i}=1) = \alpha_i + X_i \beta + E(v_{ii} \mid T_{i}=1) = \alpha_i + X_i \beta + \sigma_{ev_i} \frac{\phi(Z_i \gamma)}{\Phi(Z_i \gamma)} \quad (9) \]

\[ E(Y_{oi} \mid T_{i}=0) = \alpha_o + X_i \beta + E(v_{oi} \mid T_{i}=0) = \alpha_o + X_i \beta + \sigma_{ev_o} \frac{-\phi(Z_i \gamma)}{1 - \Phi(Z_i \gamma)} \quad (10) \]

\[ E(Y_{ii} \mid T_{i}=1) - E(Y_{oi} \mid T_{i}=0) = (\alpha_i - \alpha_o) + \left[ \sigma_{ev_i} \frac{\phi(Z_i \gamma)}{\Phi(Z_i \gamma)} - \sigma_{ev_o} \frac{-\phi(Z_i \gamma)}{1 - \Phi(Z_i \hat{\gamma})} \right] \]

true ATE selection bias due to unobservables

Equation (11) indicates that our crude estimator on the left-hand side estimates ATE with a bias due to unobservables. Note that the differences in observables have already been controlled for and removed by \(X \beta\). To correct for the bias due to unobservables, researchers using the IMR method would estimate \(\gamma\) of the choice model (Equation (3)) in the first stage and add \(\frac{\phi(Z_i \hat{\gamma})}{\Phi(Z_i \hat{\gamma})}\) to \(\frac{-\phi(Z_i \hat{\gamma})}{1 - \Phi(Z_i \hat{\gamma})}\).

Equation (1) and \(\frac{-\phi(Z_i \hat{\gamma})}{1 - \Phi(Z_i \hat{\gamma})}\) to Equation (2), where \(\hat{\gamma}\) is the estimated \(\gamma\), in the second-stage least-squares regression estimations. In this way, even though treatment outcomes are observed only for a partial sample for Equation (1) and non-treatment outcomes are observed only for a partial sample for Equation (2), \(\alpha_i\) and \(\alpha_o\) can each be consistently estimated from the observed data as indicated in Equations (9) and (10). The two ratios added in the second stage are referred to as the “inverse Mills ratio” (IMR) for treated firms and untreated firms, respectively. The approach is referred to as the “two-stage least squares
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estimation using IMR,” shortened as the “IMR method” in this article. We can write the following:

$$IMR_i = T_i \cdot \frac{\theta(Z_i \gamma)}{\Phi(Z_i \gamma)} + (1 - T_i) \cdot \frac{-\theta(Z_i \gamma)}{1 - \Phi(Z_i \gamma)}$$

To implement this approach, researchers could either estimate the augmented Equations (1) and (2) separately or stack them into one equation, Equation (12), using the indicator variable $T$ to distinguish treatment from non-treatment and setting the dependent variable as $Y_i = Y_{ii} \cdot T_i + Y_{oi} \cdot (1 - T_i)$. The coefficient on $T$ is then the estimated ATE and the coefficients on the IMR variables are the estimated covariance between the unobservables in the treatment decision and those in the treatment outcome regression. Equation (12) is presented in Tucker [2007] and is modified from the standard treatment-effect model of Greene [2003, p.788], which constrains the coefficients on the IMR for treated and untreated firms (i.e., $\sigma_{\epsilon v_1}$ and $\sigma_{\epsilon v_0}$) to be the same. Wooldridge [2002, p.631] instead presents a more flexible model than Equation (12) by allowing the coefficients on the exogenous observables to differ across the treatment outcome and non-treatment outcome equations.

$$Y_i = \alpha_0 + (\alpha_1 - \alpha_0) \cdot T_i + X_i \beta + \sigma_{\epsilon v_1} \cdot IMR_i \cdot T_i + \sigma_{\epsilon v_0} \cdot IMR_i \cdot (1 - T_i) + w_i$$

(12) ATE

With the estimate of ATE, ATT can be estimated according to the relation:\footnote{ATT$\left(x\right) = E\left(Y_{i_{\left| T_{i} = 1\right.}} \right) - E\left(Y_{i_{\left| T_{i} = 0\right.}} \right) = \left[\alpha_i + X_i \beta + E\left(v_i_{\left| T_{i} = 1\right.}\right]\right] - \left[\alpha_0 + X_i \beta + E\left(v_i_{\left| T_{i} = 0\right.}\right]\right] = \alpha_i - \alpha_0 + E\left(v_i_{\left| T_{i} = 1\right.}\right) - E\left(v_i_{\left| T_{i} = 0\right.}\right) = \left(\alpha_i - \alpha_0\right) + \sigma_{\epsilon_{v_i}} \cdot \frac{\theta(Z_i \gamma)}{\Phi(Z_i \gamma)} - \sigma_{\epsilon_{v_i}} \cdot \frac{\theta(Z_i \gamma)}{\Phi(Z_i \gamma)} = ATE + \left(\sigma_{\epsilon_{v_i}} - \sigma_{\epsilon_{v_0}}\right) \cdot \frac{\theta(Z_i \gamma)}{\Phi(Z_i \gamma)}$\footnote{See Wooldridge [2002, pp. 606-607] and Schroeder [2010, p.215].} For example, in ordinary least squares, even though the error term is not observable, we make specific assumptions about its distribution.}
stage and added to the second stage for error correction. This is the intuition of all two-stage estimations of selection models, where the IMR method is a special, albeit restrictive, case.

As Equation (11) shows, the selection bias to be corrected by the IMR method has two components: one related to the treated group and the other related to the untreated group. The magnitude of each component increases with the covariance between the unobservables in the choice model and the unobservables affecting treatment outcome. Of course, when these unobservables are not correlated, there is no selection bias from unobservables. The covariances are estimated from the second-stage regression. It might be surprising that the IMRs contribute to the bias even though they are made of observables in the choice model. The contribution is because the IMRs reveal information about the unobservables of the treatment decision. In particular, given the observed choice, one can infer about the unobservables based on the observables because the two together in Equation (3) determine whether the net benefits cross a threshold for managers to select the treatment.\(^{12}\)

Treatment-effect models are by far the most common selection models in accounting and finance research. Researchers occasionally use other selection models, for example, the “traditional Heckman” model (Heckman [1979]) when they are interested in the determinants of the outcome after treatment or non-treatment, not the difference in outcome between treatment and non-treatment. When the treatment decision depends on the perceived outcome of treatment vs. non-treatment, researchers use the “endogenous switching” model. The IMR method could be used for all three models.

**FIGURE 1:** Settings of Selection Bias due to Unobservables

<table>
<thead>
<tr>
<th>Settings</th>
<th>1(^{st}) stage</th>
<th>2(^{nd}) stage</th>
<th>2(^{nd}) stage obs. in relation to 1(^{st}) stage obs.</th>
<th>Two-stage estimation</th>
<th>Superior estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment effect</td>
<td>Probit</td>
<td>Linear reg.</td>
<td>Same</td>
<td>Add IMR to 2(^{nd}) stage</td>
<td>FIML</td>
</tr>
<tr>
<td>Traditional Heckman</td>
<td>Probit</td>
<td>Linear reg.</td>
<td>Subset</td>
<td>Add IMR to 2(^{nd}) stage</td>
<td>FIML</td>
</tr>
<tr>
<td>Endogenous switching</td>
<td>Probit</td>
<td>Linear reg.</td>
<td>Subset</td>
<td>Add IMR to 2(^{nd}) stage</td>
<td>FIML</td>
</tr>
</tbody>
</table>

**Variations:**

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Logit</td>
<td>Linear reg.</td>
<td>Subset or same</td>
<td>Use inverse normal c.d.f. transformation and add ratios to 2(^{nd}) stage</td>
<td>FIML</td>
</tr>
<tr>
<td>B</td>
<td>Tobit</td>
<td>Linear reg.</td>
<td>Subset</td>
<td>Add tobit residuals to 2(^{nd}) stage</td>
<td>FIML</td>
</tr>
<tr>
<td>C</td>
<td>Ordered probit</td>
<td>Linear reg.</td>
<td>Subset or same</td>
<td>Add ratios other than IMR to 2(^{nd}) stage</td>
<td>FIML</td>
</tr>
<tr>
<td>D</td>
<td>Multinomial</td>
<td>Linear</td>
<td>Subset or same</td>
<td>Add ratios other</td>
<td>FIML</td>
</tr>
</tbody>
</table>

\(^{12}\) The IMRs are monotonic transformations of \(Z, \gamma\) with reverse ordering (See Tucker [2007]).
<table>
<thead>
<tr>
<th></th>
<th>logit</th>
<th>reg.</th>
<th>than IMR to 2nd stage</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>Biprobit</td>
<td>Linear reg.</td>
<td>Subset or same</td>
<td>FIML</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Add ratios other than IMR to 2nd stage</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>Probit</td>
<td>Ordered probit</td>
<td>Subset</td>
<td>FIML</td>
</tr>
<tr>
<td>G. Biprobit with selection</td>
<td>Probit</td>
<td>Probit</td>
<td>Subset</td>
<td>Feasible but not advisable</td>
</tr>
<tr>
<td>H</td>
<td>Probit</td>
<td>Tobit</td>
<td>Subset</td>
<td>Feasible but not advisable</td>
</tr>
</tbody>
</table>

Note: With “full information maximum likelihood estimation” (FIML), the equations are estimated in one system. The full version of Limdep handles all the above settings and many more.

The IMR method is simple but highly parameterized. Its simplicity perhaps explains why it is widely used in accounting and finance research. However, the method requires strong assumptions for both the outcome regression and the choice model. The error correction variable is in the form of IMR only when (1) the outcome regression is linear, (2) the choice model is probit, and (3) the unobservables in the first and second stages follow bivariate normal distributions. When these requirements are not satisfied, the error correction variable will be in other forms and adding IMR to the outcome regression will not correct the selection bias that researchers intend to correct.

In Figure 1, I summarize various ways in which researchers use selection models. The IMR method is applicable to only the first three settings: treatment-effect model, traditional Heckman, and endogenous switching. In these settings the IMR estimators are consistent, but their standard errors must be adjusted for sampling errors that occur in the first stage (Greene [1981]; Maddala [1983]). The adjustments are nontrivial and are best done using statistical software. Moreover, the IMR method is less efficient than FIML. When the IMR method is not appropriate, FIML is applicable as long as the models are parametric. I discuss examples of accounting applications below to highlight these points.

Some studies use the IMR method even though the second-stage outcome model is discrete and therefore nonlinear. For example, Weber and Willenborg [2003] examine in probit in the second stage whether a firm’s pre-IPO auditor’s opinion is more predictive of its post-IPO stock survival when the auditor is a Big-6 firm than when it is not and model the Big-6 decision in the first stage. Wu and Zang [2009] model financial analysts’ departures vs. stays after brokerage mergers in the first stage and examine in two separate logit models in...
the second stage the internal promotion of analysts to research executive positions after they stay and the external promotion of analysts after they leave the original brokerage firm. Cohen and Zarowin [2010] examine in probit in the second stage the likelihood of real earnings management at firms that have already been identified in the first stage as having managed earnings through either real or accrual management. All three studies estimate a probit model in the first stage and add IMR to the second stage, intending to correct for selection bias due to unobservables. However, the IMR term(s) does not correct for the bias because the second-stage model is nonlinear. A bivariate probit model with sample selection would be appropriate and the model can be estimated by FIML (Greene [2002], p.E17-19).16

Some studies use the IMR method even though the choice model is logit, not probit. For example, Feng and Koch [2010], Engle, Hayes, and Wang [2007], and Khurana and Raman [2004] use logit in the first stage and add IMR to the second-stage linear regression. This is inappropriate because IMR requires the arguments in the p.d.f. in the numerator and c.d.f. in the denominator of the ratio to be normally distributed. When logit is used in the first stage, one cannot simply use the IMR formulas, but needs to transform $Z, \gamma$ by an inverse normal standard c.d.f. function to ensure that the arguments in the numerator and denominator functions are normally distributed, not logistically distributed (Greene [2002], p.E23-71).

In some studies there are in fact more than two choices in the first stage; therefore, a probit model is insufficient. For example, Rogers [2008] examines whether disclosure quality differs if managers subsequently trade stocks than if managers’ trading incentives are absent and, more importantly, whether disclosure quality is higher before insider selling than before insider buying. Insiders have three choices: “sell,” “hold,” and “buy” the firm’s stocks. Perhaps for econometric convenience, in the first stage the author assumes that managers consider either “sell vs. hold” or “buy vs. hold” and models “sell” vs. “hold” and “buy” vs. “hold” separately in probit. This research design essentially changes managers’ decision of three choices to two sequential decisions, the first of which (i.e., deciding to go down the path of “sell vs. hold” or the other path of “buy vs. hold”) is never modeled in Rogers [2008].

More than two choices of treatment are common in accounting and finance research. In these situations, researchers often use ordered probit for ordered choices and multinomial logit for unordered choices in the first stage and model treatment outcome in a linear regression in the second stage. When the second-stage model is linear, researchers can estimate the choice model in the first stage, calculate the expected outcome residual given each choice, and add the variables to the second stage as long as the outcome of the treatment choice is observed. These new variables are ratios but are not IMRs (see Vella [1998], pp.147-148; Greene [2002], p.E23-79). In addition, an inverse standard normal c.d.f. transformation is required when multinomial logit is used in the first stage (see Greene [2002], pp. E23-72 to 73).

---

16 Terza [2009, p.563] demonstrates that two-stage estimations are feasible even when the second-stage model is nonlinear. The error correction variables to be added in the second-stage are in complicated forms, not in the form of IMR. Nonlinear least squares estimation is used for the augmented second-stage equation.
There are four other issues in applying the IMR method. First, the formula to calculate IMR for treated firms is different from that for untreated firms, even though one variable label is used for both groups in standard treatment-effect models. The IMRs for treated and untreated firms have opposite signs. This is why the IMR variable is highly correlated with the treatment indicator variable. This high correlation is not a weakness of the selection model.

Second, there have been two sets of formulas for IMR in the econometric literature and the difference between them is the sign. The IMR formulas described above can be found in Heckman [1979], Vella [1998], and Greene [2003]. But in some other studies the formulas are $\frac{\phi(Z,y)}{\Phi(Z,y)}$ for treated firms

and $\frac{\phi(Z,y)}{1-\Phi(Z,y)}$ for untreated firms (Lee [1978]; Maddala [1983], p.223-224). The differences are due to the sign of the error term in the choice model: it is positive in the former literature but negative in the latter literature (i.e., $T_i^* = Z_i'y - \varepsilon_i$). Because popular software (SAS, Stata, and Limdep) uses a positive sign for the error term, the formulas in this article are consistent with model estimations from modern software. If researchers are merely interested in the average treatment effect, the sign differences in IMR calculations will not affect the estimate of the effect. But if researchers also make inferences about the correlation of the unobservables in the treatment decision and treatment outcome, a wrong sign for IMR will result in a wrong sign for the estimated correlation.

This detail of IMR formulas is sometimes missed by researchers. For example, Hamilton and Nickerson [2003] survey and propose sophisticated selection model techniques for the management literature, but the formulas they provide in their text and Appendix 1 are incorrect. They specify a positive sign for the error term in the first stage but follow the formulas in the latter econometric literature that uses the error term with a negative sign. Early accounting studies that use the IMR method provide correct formulas (Core and Guay [1999]; Verrecchia and Leuz [2000]). Most subsequent studies, with the exceptions of Chaney, Jeter, and Shivakumar [2004] and Tucker [2007], are not explicit about the formulas for IMR calculations and thus there is no telling whether the formulas used for treated and untreated firms are different and correct. From the glimpse of discussion provided, confusion about the IMR formulas seems to continue. For example, Chen, Matsumoto, and Rajgopal [2010] make inferences from the estimated correlation of the unobservables in the choice model and outcome equation, but they note that their IMR for treated firms is a negative function of fitted probabilities from the choice model, implying that their formula is incorrect because they use a positive sign for the error term in the first stage. Given inconsistent notations in the econometric literature and confusion in applications, future research could be explicit and cautious about IMR calculations.\(^{17}\)

---

\(^{17}\) Haw, Hu, Hwang, and Wu [2004, p.439] note, "Including the expected probability of being in the final sample (inverse Mills ratio) as another explanatory variable in the regressions does not alter the findings." This statement implies misunderstanding of IMR. Hogan [1997] uses an endogenous switching model
The third issue is other variations of the treatment-effect model. One variation is to allow the coefficients on the exogenous covariates, $X$, to differ for treated firms and untreated firms. This can be achieved by adding interaction terms of the treatment indicator and the exogenous covariates. Examples of such models are Givoly, Hayn, and Katz [2010], Louis [2005], Leone, Rock, and Willenborg [2007], and Chung and Wynn [2008]. Another variation is to examine two treatments (not two choices of one treatment). When the treatments are independent, the second-stage linear regression can include both indicator variables for the treatments and both IMRs, each calculated separately from a probit choice model for the treatment. When the treatments are dependent, the first stage requires a biprobit model, estimated simultaneously. Two ratios will then be calculated involving marginal binormal p.d.f. in the numerator and binormal c.d.f. in the denominator (Greene [2002], pp.E23-83, E17-15), not in the form of IMRs. The ratios are then added to the second stage, corresponding to the two treatment indicator variables capturing average treatment effects, for the two-stage least squares estimation. Of course, the model can be estimated by FIML.

Examples of two-treatment-effect studies are Muller and Riedl [2002] and Asquith, Beatty, and Weber [2005]. Muller and Riedl [2002] examine the choice of Big 6 vs. non-Big 6 and the choice of external property appraiser vs. internal appraiser together in the first stage. They then add two IMR ratios to the second stage. Asquith, Beatty, and Weber [2005] examine the choices of interest-decreasing performance pricing and interest-increasing performance pricing bank debt contracts in the first stage and interest rate spreads in the second stage. They estimate the two stages simultaneously in the primary analysis and use the two-stage least squares IMR method for robustness. Neither study, however, indicates that the ratios they use are not traditional IMRs.

The last issue is having the same covariates in the choice model and the treatment outcome regression. Francis and Lennox [2008] discuss this issue in depth. Among the accounting studies I survey, one study uses the same covariates in both stages. Core and Guay [1999] examine firms’ decisions of granting options in the first stage and examine in the second stage whether the size of the option grant is negatively associated with the firm’s deviation of equity incentives from an optimal level. Economic theories should determine what covariates belong to each stage. When the treatment choice and treatment outcome are distinctive economic decisions, the covariates in the two stages are probably different. If the covariates in the two stages are the same, the identification in the second stage is weak, the two-stage least squares approach can be unreliable, and the findings should be interpreted with caution (Vella [1998], p.135; Wooldridge, [2002], p.564).

to examine a firm’s tradeoff between the benefits of less IPO underpricing and the cost of higher audit fees from hiring Big-6 auditors. Her hypotheses rely upon the signs of the estimated correlations of the unobservables, but the signs of her IMRs are incorrect, because the formula for IMR in her Equation (1) is based on choice model $T_i^* = Z_i \gamma - \epsilon_i$, but her empirical choice model, her Equation (4), is $T_i^* = Z_i \gamma + \epsilon_i$. 
5. CONCLUSION

This article discusses two popular econometric techniques that are receiving growing interest in accounting and finance research—the propensity-score matching method and the two-stage least-squares inverse-Mills-ratio method. The former addresses selection bias due to observables and the latter addresses selection bias due to unobservables. I discuss the conditions under which each method can be properly used as well as the confusion, inadequacy, and perhaps mistakes in their applications. The discussion assumes that researchers have already identified and properly measured all observable factors and that the form of their relations is correctly specified. One can never overemphasize the importance of identifying and properly measuring observable factors, because the more successfully a researcher carries out this task, the less challenge he/she faces from the thornier problem of selection on unobservables (than the problem of selection on observables).

The article has four takeaways. First, researchers should use the proper tool for a given problem: PSM mitigates selection bias due to observables, but does not address selection bias due to unobservables. Second, in applying PSM, researchers are advised to test the differences in distributions of covariates between treated and control firms matched by propensity scores and to restrict their inferences to firms whose characteristics can be found in both the treated and control groups. The advantage of PSM over other matching methods is dimension reduction. Matching by PSM, however, does not necessarily guarantee that treated and control firms are well matched by covariates. Inferences are invalid outside the range where good matches cannot be found. Third, the IMR method, which is a simple, popular, and restrictive case of two-stage least squares estimation, is limited to situations in which the outcome of interest is modeled in a linear regression, the choices are binary, and the error terms follow bivariate normal distributions. Many studies use the IMR method despite violations of these conditions. As long as the models are parametric, researchers can overcome these problems by generalized two-stage least-squares (or nonlinear least-squares) estimations with error correction variables in the form of ratios other than IMR to be added in the second stage. A better approach would be full information maximum likelihood estimation (FIML). The latter is more efficient than the former because FIML uses all information at once rather than in two steps. For the same reason, even when the IMR method is applicable, FIML yields more efficient estimators than the IMR method. Last, when the IMR method is used, researchers are advised to be explicit about the formulas because of the confusion in the literature on this point.

The methods discussed in the article are within the realm of frequentists’ parametric framework. This framework is by far the most commonly used by accounting and finance researchers. On the other hand, nonparametric methods—which allow the covariates to have unknown functional form and the error terms to have unknown distributions—have been proposed to evaluate treatment effects when selections are on observables (Imbens [2004]) or when selections are on unobservables (Das, Newey, and Vella [2003]; Heckman and Vytlacil [2005]). In recent years Bayesian analysis has been revolutionized by the increased computing power of computers and the development of Markov
chain Monte Carlo (McMC) stochastic integration methodology (Carlin and Chib [1995]). Econometricians have proposed Bayesian methods to evaluate treatment effects when selections are on unobservables (Li, Poirier, and Tobias [2004]; Chib [2007]; Chib and Jacobi [2007]). To my knowledge, no accounting and finance archival study has used nonparametric or Bayesian methods to examine the treatment effects of managers' decisions. As Greene [2003, p.708] points out, "the fewer assumptions one makes about the population, the less precise the information that can be deduced by statistical techniques." At this point little is known (at least to me) about the gains of nonparametric and Bayesian methods over traditional parametric methods. Future research may explore, employ, and evaluate statistical methods in these frameworks and examine when alternative methods provide new insights into the consequences of managers' corporate decisions.

---
18 See Schroeder [2010] for extensive coverage of the Bayesian perspective as well as simulated examples.
APPENDIX A: PSM Applications in JAE and JFE

<table>
<thead>
<tr>
<th>No.</th>
<th>Paper</th>
<th>Purpose</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>McNiss and Collins (2010)</td>
<td>Examine the effect of analysts’ issuing cash flow forecasts on firms’ earnings management and meeting analyst earnings expectations in a DID design</td>
<td>Primary</td>
<td>Y</td>
<td>-</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>2</td>
<td>Murphy and Sandino (2010)</td>
<td>Examine the effect of management’s directly hiring compensation consultants on executive pay</td>
<td>Primary</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>3</td>
<td>Hillion and Vermaelen (2004)</td>
<td>Examine whether firms use floating-priced convertibles as a last-resort financing tool by comparing performance changes of issuing firms with non-issuing firms</td>
<td>Primary</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>4</td>
<td>Lee and Wahal (2004)</td>
<td>Examine the effect of venture capital backing on the first-day returns of IPOs</td>
<td>Primary</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>5</td>
<td>Villalonga and Amit (2006)</td>
<td>Examine the effect of founder-CEO or descendent-CEO on equity value of family firms (compared with that of nonfamily firms)</td>
<td>Robustness</td>
<td>Y</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>Bottazzi et al. (2008)</td>
<td>Examine the effect of investor activism on firm performance using the IMR method</td>
<td>Robustness</td>
<td>Y</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>Hale and Santos (2009)</td>
<td>Examine the effect of bond IPO on the interest spread of bank loans</td>
<td>Primary</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>8</td>
<td>Bae et al. (2010)</td>
<td>Examine the effect of high employee-friendly ratings on a firm’s leverage ratio</td>
<td>Robustness</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>9</td>
<td>Blouin et al. (2010)</td>
<td>Use PSM to deal with survival issues: filling future-year income of missing firms by that of non-missing firms matched by the probability of survival</td>
<td>Robustness</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>Campello et al. (2010)</td>
<td>Examine the effect of financial constraints on corporate spending during the financial crisis</td>
<td>Primary</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>11</td>
<td>Faulkender and Yang (2010)</td>
<td>Examine whether firms select highly paid peers to justify their own CEO pay</td>
<td>Primary</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>12</td>
<td>Kirk (2010)</td>
<td>Examine the effect of paid-for analyst research on a firm’s information environment</td>
<td>Primary</td>
<td>N</td>
<td>-</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>13</td>
<td>Massoud et al. (2010)</td>
<td>Examine the effect of loan origination by hedge funds on short-selling of firm stock</td>
<td>Robustness</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>14</td>
<td>Ovetchinnikov (2010)</td>
<td>Examine the effect of deregulation on firm leverage</td>
<td>Robustness</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>15</td>
<td>Officer et al. (2010)</td>
<td>Examine the effect of club deal LBO on the price premium of buyouts</td>
<td>Robustness</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>16</td>
<td>Stuart and Yim (2010)</td>
<td>Examine the effect of board interlocks on the likelihood of being targeted in private equity transactions</td>
<td>Robustness</td>
<td>N</td>
<td>N</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>17</td>
<td>Chava and Purnanandam (2011)</td>
<td>Examine the effect of bank dependence on firm value during market-wide negative capital shocks in a DID design</td>
<td>Primary</td>
<td>Y</td>
<td>-</td>
<td>N</td>
<td>Y</td>
</tr>
</tbody>
</table>

Note: “DID” means that “difference-in-difference.” “-” is used for all the last three columns when PSM is discussed briefly without results being presented. “-” is also used when a question is not applicable because of the specific research design indicated below.

A: Is PSM used in primary analysis or robustness tests?

B: Does the paper make it clear that PSM is applicable to “selection on observables”? This question is not applicable when DID design is used.
C: Does the paper examine the sensitivity of results to “selection on unobservables”?

D: Does the paper identify common support? This question is not applicable when kernel weighting is used in matching.

E: Does the paper examine the effectiveness of propensity score matching by testing the difference in the means of sample and control firms’ covariates?
ANOTATED BIBLIOGRAPHY


   This study provides an extensive review of propensity score matching in labor economics and discusses several implementation issues, including model choice, matching algorithm, common support, variance of the propensity score estimator, and sensitivity analysis.


   Limdep is specialized in discrete model estimations. The two-volume manual provides econometric background for various discrete models. It covers a much larger number of selection models than standard econometric textbooks. For each model, its coverage is brief and concise. The book can be a good reference even for people who do not use the software for statistical analysis.


   This study discusses the estimation bias of treatment effects when a sample is selected non-randomly and the unobservable factors affecting the sample selection also affect the outcome under evaluation. He treats the sample selection problem as an “omitted variables” problem. He proposes a simple consistent two-stage estimator that includes the inverse Mills ratio in the second-stage outcome regression. He also derives the asymptotic distribution of the estimator.


   The study uses a selection model to explain a seemingly intriguing finding of prior research: firms that issue a voluntary warning about a forthcoming earnings disappointment experience lower returns over the warning days and the subsequent earnings announcement days than those that anticipated bad news but did not warn. She decomposes the observed return differences between warning and non-warning firms into a warning effect and a self-selection effect. After removing the self-selection effect, a negative warning effect exists in a short window but no warning effect exists when the window is extended by three months. The study makes inferences from the estimated correlations between the unobservables in managers’ warning decisions and those in investors’ equity valuation.

The study provides a review of sample selection models and discusses departures of the literature from Heckman (1979) in two directions. First, he relaxes the distributional assumptions and discusses semi-parametric selection models. Second, he discusses selection models under different selection rules. He also discusses the estimation procedures for panel data.


This study compares propensity score matching with covariate matching. It discusses the conditions under which the propensity score matching estimator is consistent. Through Monte Carlo simulations, the study examines the small-sample properties of propensity score matching versus covariate matching estimators. He recommends propensity score matching when the correlation between covariates and the participation indicator is very high. He does not recommend the method when the sample size is very small.
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