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Abstract
There are now available a number of new subscription ser-
vices that comprise a dual pricing system of a monthly ac-
cess fee (rental) and a per-minute usage charge. Examples
include cellular phones, the Internet, and pay TV. The usage
and retention of such services depend on the absolute and
relative prices of this dual system. For instance, a moderate
access fee but a low-usage charge might initially appeal to
customers, but later a low-usage customer might find the
monthly fee unjustified and thereby relinquish the service.
Providers of such services, therefore, usually offer several
pricing packages to cater to differing customer needs.

The purpose of this study is to derive a revenue-maximizing
strategy for subscription services, that is, the combination of
access and usage price that maximizes revenue over a specified
time period. An additional objective is to determine access and
usage price elasticities because they have historically played an
important role in theoretical pricing models. The application
area is the cellular phone market, but for a new rather than an
existing product. To help gauge the likely usage rates and cus-
tomer retention, a field experiment is conducted in which sev-
eral alternative price combinations are used. Specifically, a
sample of potential residential customers (most of whom did
not have an existing cell phone) were divided into four treat-
ment groups. The first group were not charged an access fee
but did have to pay a small per-minute usage charge. The
second group also paid a small usage charge but in addition
had three access price increases over the duration of the trial.
The third group paid no access fee but had usage charge in-
creases, while the fourth group had both access fee and usage
charge increases. Usage levels for each respondent are record-
ed, as is their month of dropout if they discontinue the service.

An initial examination of the data shows that higher ac-
cess fees result in higher customer attrition, and higher us-
age cost results in lower usage. Furthermore, usage and re-
tention are related in that declining usage levels over time
often signal impending customer attrition. Hence, two phe-
nomena need to be modeled: usage of the service and cus-
tomer retention conditional on usage. Some seasonal effects
are also observed and are allowed for in the model. Mod-

eling customer attrition simultaneously with usage is im-
portant because ignoring customer attrition will likely result
in an underestimate of price sensitivity. This results from a
censoring effect, whereby respondents who remain in the
trial tend to be wealthier, and hence, less price sensitive.

Given the known problems of ignoring customer attrition,
we develop a theoretical model of usage, which explicitly
incorporates attrition by extending a time-series model in-
troduced by Hausman and Wise (1979). We make two ex-
tensions of the Hausman and Wise model. The first is to
generalize it from two to many time periods and the second
is to allow for respondent heterogeneity by incorporating
latent classes. We fit the model by maximum likelihood and
find that a two-segment model is best. In addition, we ex-
amine the predictive validity of our model and find it to be
reasonably good.

In general, the results show that access and usage prices
have different relative effects on demand and retention.
There are five key results. First, access price has some effect
on usage but a much stronger effect on retention. Second,
usage price has a strong effect on usage and a moderate
effect on retention, in that if usage price increases so much
that usage declines, then lower usage levels results in higher
attrition. Third, access price elasticity is about half that of
usage price, with both elasticities generally being much
smaller than 1, indicating relative inelasticity for this partic-
ular service. Fourth, customer attrition rate (churn) is much
more sensitive to access than usage price and, last, if just
observed usage is examined and customer attrition is ig-
nored, then price sensitivity is very likely to be substantially
underestimated (on the order of 45% in our case).

Finally, when developing the revenue-maximizing price
combination we allow for the cost of customer acquisition
by using some typical advertising-to-sales ratios for the tele-
communications industry. We find that the revenue maxi-
mizing price is $27.70 per month for the access fee and $0.81
per minute for the airtime charge. These values are in line
with current access fees and usage costs in the given market.
(Attrition; Field Experiment; Pricing; Price Elasticity; Subscrip-
tion; Telecommunications)
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1. Introduction
In recent years three new subscription-based services
have made rapid adoption, namely, cellular phones,
the Internet, and pay TV. All these services are char-
acterized by a dual pricing system, comprising a
monthly access fee (rental) and a usage charge.1 Ma-
hajan et al. (1982) comment that the price package for
new subscription services has a major impact on their
adoption and retention. For instance, a customer with
only a moderate interest in the Internet might sub-
scribe to an ISP on the basis of low per-minute usage
rates but later discontinue subscription because their
low-usage levels do not justify the expense of a high
monthly access fee (Lemon and Winer 1995).

As information technology advances, the opportu-
nity for more subscription-based services will in-
crease. For example, traditional print media in an on-
line setting could charge a monthly subscription fee
and a usage charge on the basis of the number of
pages browsed, or even charge for advertising
viewed. In this environment, there is increasing need
for marketers to understand consumer price sensitiv-
ity to new and existing subscription services. Pricing
has been one of the cornerstone subjects in marketing,
and much work has been done on price elasticities,
the impact of competition, and profit maximization
(see Gijsbrechts 1993, Oren 1984, Rao 1984, Winer
1986). Many of the pricing principles have been de-
veloped in the economics literature, but Ratza (1993,
p. 55) notes in the services arena that ‘‘although eco-
nomic principles do provide pricing guidelines, they
are often too general to apply to everyday business
settings.’’ For instance, for new services, it is not rec-
ommended that price be set on the basis of covering
fixed costs and instead should be determined by ac-
ceptance in the marketplace (Gabor 1988).

If marketplace pricing is recommended, then clear-
ly there are going to be difficulties when setting the
price for a new (unseen and untried) service com-
pared with an existing service. One technique previ-
ously developed, especially for telecommunications,

1Pay TV does not usually have a usage charge, except for some
movies and special sporting events like the Olympics and boxing,
but the introduction of interactive digital TV will see an increase
in consumption of pay-per-view.

is theoretical price modeling, which aims at achieving
market efficiency, an example being Ramsey pricing
(Brown and Norgaard 1992, Mitchell and Vogelsang
1990). Other methods include surveys of purchase in-
tentions (Puliyel and Ravi 1990), highest and lowest
expected price (Gabor and Granger 1968), conjoint
analysis (Dolan and Simon 1996, Kohli and Mahajan
1991, Mahajan et al. 1982, Wittink and Cattin 1989),
and market tests (Ehrenberg and England 1990,
Mohn 1995, Herriges and King 1994). All of these
methods have their weaknesses, in particular a lack
of marketplace validity (especially for purchase inten-
tion surveys; see Morwitz et al. 1993). One of the bet-
ter methods, but also one of the most expensive, is a
marketplace experiment. Here, alternative pricing sce-
narios are given to different groups of potential cus-
tomers, and their usage and retention of the product
is monitored over time.

In this paper, we examine a market experiment in
which a panel of homes were recruited to trial a new
telecommunications product.2 Both access and usage
price were manipulated, but at different levels for
subgroups of the panel. The analysis of the experi-
ment is complicated by the occurrence of panelist at-
trition throughout the yearlong trial. The purpose of
this study is to derive a revenue-maximizing strategy,
that is, the combination of access and usage price that
maximizes revenue over a specified time period. An
additional objective is to determine access and usage
price elasticities because they have historically played
an important role in theoretical pricing models de-
veloped in the economics literature.

The paper proceeds as follows. In the next section,
we give an overview of the experiment. Following
this, we develop a model for the observed usage data,
which incorporates attrition of panelists from the ex-
periment. The fourth section applies the model to the
experimental data, while the fifth section examines
model fit. In the sixth section, we derive access and

2Conjoint analysis has also been used successfully in the past for
two-part tariffing (Dolan and Simon 1996). However, in our case,
using a cellular phone-type product, there is wide variation in use
across time, and consumers are generally not good at predicting
their usage levels, making conjoint analysis less attractive than a
marketplace experiment.
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usage price elasticities. The last section estimates total
revenue from the model, and this is used to deter-
mine the optimal pricing strategy. We conclude by
looking at other potential applications for our model
and its limitations.

2. Overview of the Market
Experiment

To help motivate the relevant modeling and mana-
gerial issues, we now give an overview of the market
experiment analyzed in this article, which is for a new
subscription service in the telecommunications in-
dustry. For proprietary reasons, we cannot say what
the service is, although it is similar to a cellular tele-
phone service.

In this experimental trial, a sample of potential res-
idential customers (most of whom did not have an
existing cell phone) were divided into four treatment
groups. The first group were not charged an access
fee but did have to pay a small per-minute usage
charge. The second group also paid a small usage
charge but in addition had three access price increas-
es over the duration of the trial. The third group paid
no access fee but had usage charge increases, while
the fourth group had both access fee and usage
charge increases. Full details of the price levels and
sample are given later.

Prices were increased rather than decreased over
time because one of the purposes of the experiment
was to find the price level at which customers relin-
quish the service, either because the fixed monthly
charge was too high or because their usage declined
so much that the monthly fixed charge exceeded their
utility for the service. Customer attrition is a major
problem in the cellular phone industry (Bolton 1998),
so understanding the effect of price on retention is
important in this application. If prices had started
high and declined, there might have been a danger
of biasing the recruited panel to higher income peo-
ple. Furthermore, if prices had declined for these
wealthier panelists, they would be less inclined to re-
linquish the service. As a result, price elasticity would
likely be underestimated.

Figure 1 gives a graphical display of the data,
showing two key measures. The first is the average
usage level (indexed against each person’s first month
of usage), while the second is the proportion of the
original customers that remain in the trial, which is
indicated by the width of the bars. Each bar width is
indexed against the width of the first month’s bar (see
Sheiner et al. 1997 for a similar graph showing results
from clinical trials). The price changes are illustrated
by a change in the shading of the bars, occurring ev-
ery three months, in November, February, and May.
An examination of Figure 1 reveals three key obser-
vations:

(i) Even though price Plan A has no access fee and
very low usage rates, there is still some customer at-
trition. There is also a drop in usage levels in the
summer months of July and August, followed by a
return to normal in October, indicating a seasonal ef-
fect for usage.

(ii) Plans B and D, with increasing access fees, have
the highest trialist rate of attrition, 41% and 46%, re-
spectively, over the entire duration of the experiment.
Because Plan C’s attrition rate is about the same as
A’s (both about 25%), it is apparent that the biggest
driver of customer attrition is the access fee, rather
than the usage charge.

(iii) Usage for Plans C and D drops markedly after
the third price increase and does not recover at the
end of summer, as happens for plan A. Therefore,
Plans C and D are most similar with respect to usage
(and not attrition), leading to the conclusion that us-
age is affected more by the per-minute usage charge
rather than the monthly access fee.

Regarding point (i), Bolton (1998) noted that the
annual churn rate in the cellular phone industry is
about 30%. Therefore, Plan A’s natural attrition of 24%
is similar to the observed churn for existing cellular
service, although this churn is usually caused by cus-
tomers switching to a competitor rather than drop-
ping the service altogether, as in our trial.

Regarding points (ii) and (iii), there are two phenom-
ena in Figure 1 that need to be modeled. The first is
usage conditional on retention, and the second is attri-
tion. It appears that the first phenomenon is related to
usage price, while the second is related to access price.
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Figure 1 Relative Usage and Retention for a Market Test of a New Telecommunications Service

A model that ignores the retention phenomenon will
clearly miss part of the key dynamics of Figure 1.
What’s worse, it will underestimate consumer sensitiv-
ity to access price, as we now demonstrate.

To illustrate some of the potential pitfalls, consider
a model that might be fit to just the observed usage
data but does not allow for trialist dropout. We show
later that those who drop out tend to have lower
household income, resulting in an increasing average
income among those remaining in the trial. This is a
censoring effect, the result of which is that average
usage among those remaining in the trial could be
about constant because those who remain can still
afford to maintain their current usage level despite
price increases. This gives the appearance of custom-
er insensitivity to usage price increases. Some evi-
dence of this is apparent in Figure 1 for Plan C,
where usage levels do not drop noticeably for the first

two price increases ($0.05 and $0.20/minute usage
price increases, respectively). Hence, naively model-
ing just the observed usage data and not accounting
for attrition is likely to underestimate usage price
elasticity and will certainly underestimate access
price elasticity.

Given this caveat of modeling just usage condition-
al on nondropout, we develop a theoretical model of
usage, which explicitly incorporates attrition by ex-
tending a model introduced by Hausman and Wise
(1979). Their model is a time-series regression model,
which incorporates attrition effects. Attrition is mod-
eled as a function of usage plus other factors that
might affect attrition. We make two key extensions of
the Hausman and Wise (1979) model. The first is to
generalize it from two to many time periods and the
second is to allow for respondent heterogeneity by
incorporating latent classes.
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Despite the prevalence of panels in marketing re-
search, there has been surprisingly little research on
the effects of panel attrition in the marketing litera-
ture. A notable exception is the study by Winer
(1983), which used a simpler version of the Hausman
and Wise (1979) method (one developed by Heckman
1976 and Olsen 1980) to correct for attrition bias. Wi-
ner’s application was to a panel of people who were
contacted four times and asked about their car pur-
chasing intentions and attitudes. By the end of the
fourth wave, 43% of the original panelists had
dropped out of the study. More recent research ef-
forts on attrition bias have come from the economet-
rics literature, such as the articles by Ridder (1990)
and Verbeek and Nijman (1996). Both studies exam-
ined a generalized attrition mechanism whereby a
panelist may not respond for one particular survey
wave but may return in the next wave. Their models
are more general than required in our case because
once a panelist drops out of our experiment, he or
she cannot return.

It is important to note that even though we model
new services, we are not trying to model adoption, or
the effect of price on adoption. A reader interested in
pursuing this area is referred to Bass et al. (1994) and
Jain and Rao (1990). Our primary area of investiga-
tion is the effect of price on usage and retention, giv-
en that the product has already been adopted.

3. Modeling Approach
In developing a model for usage and attrition of sub-
scription services, two objectives must be satisfied:

(i) The model must fit the data from the longitu-
dinal experiment, i.e., it should handle usage and
attrition when prices increase.

(ii) The model must be flexible enough to describe
a subscription service market that is closer to reality
than observed in the experiment. For instance, in a
real market, prices are unlikely to increase every three
months, and customers that relinquish the service are
likely to be replaced by new customers.

3.1. Usage Component
We follow the model construction derived by Haus-
man and Wise (1979), except that we generalize from

two to many time periods3 and later introduce latent
classes. Using linear regression, we relate a number of
independent variables to cell phone airtime usage. The
Hausman and Wise (1979) model takes the form of

y � X � � � , i � 1, 2, . . . , n,it it it

t � 1, 2, . . . , T, (1)

for individual i at time t. Notice that the independent
variables in Xit are permitted to change with time.
Because we are dealing with panel data the same in-
dividuals are being monitored over time, we could
reasonably expect the error term �it to have an indi-
vidual component, denoted �i, and an uncorrelated
time effect �it, both being i.i.d. Hence, the error term
in Equation (1) has the properties that

� � � � � , E[� ] � 0,it i it it

2 2 2 2var(� ) � � � � � � and � � N(0, � ). (2)it � � it

In addition, because we have several observations on
the same person, we would expect reasonably large
serial correlation across time periods. Indeed, the
first-order autocorrelation for our data is 0.8. We de-
note this serial correlation coefficient as 	, in which
case the covariance between error terms at times t
and s is given by

Cov(�it, �is) � 	�t
s��2, t � s.

3.2. Attrition Component
A panelist may drop out of the experiment at any
time and not return (Ridder 1990 and Verbeek and
Nijman 1996 consider the more general case where
panelists are permitted to return). When attrition oc-
curs at time t, we do not observe yit. In many situa-
tions, the occurrence of attrition depends on yit, in
which case a regression model based on Equation (1)
but with only observed data will lead to a biased es-
timate of � (Hausman and Wise 1979, Winer 1983).
For example, in our application, subscribers with de-
clining usage might consider that it is no longer
worthwhile continuing with their subscription.

3Winer’s (1983) study had four waves, but he used the two-wave
Heckman (1976) method by considering just successive pairs of
waves rather than generalizing the Hausman and Wise (1979), as
we do.



DANAHER
Optimal Pricing of New Subscription Services

MARKETING SCIENCE/Vol. 21, No. 2, Spring 2002124

Figure 2 Average Usage Among Only Those Who Drop Out of the Ex-
periment—Indexed Against Each Person’s First Month of Us-
age

Therefore, a sign of impending attrition could be de-
creasing usage over time. Figure 2 illustrates this phe-
nomenon for the subjects in our trial. Here, the aver-
age usage of just the 99 subjects who dropped out of
the trial is examined. To account for individual het-
erogeneity in usage, each person is indexed against
his or her first month’s usage. The log transform of
the usage data (in minutes used per month) has been
taken because some people have extremely high us-
age. Figure 2 shows that for all four price treatments,
those who drop out have an approximately linear de-
cline in usage over time.4 To incorporate attrition ef-
fects that depend on usage, we follow the approach
taken by Hausman and Wise (1979) and Winer (1983)
and define an indicator variable ait, being 1 if person
i remains in the trial at time t and 0 if the person
drops out. Now define yit to be observed if

Ait � �yit � Xit� � Wit
 � �it � 0, (2)

where Wit is a matrix containing variables that do not
affect yit but do influence the probability of observing
yit. Substituting for yit in Equation (2) gives

Ait � �(Xit� � �it) � Xit� � Wit
 � �it

� Rit� � �it,

where Rit � (Xit, Wit), � � (�� � �, 
)�, and �it � ��it

� �it. Assuming that �it is normally distributed with
mean 0 and variance � , we have �it � N(0, � ). As2 2

� �

4The steadiness of the linear decline stops in August, mainly be-
cause only a handful of subjects drop out in the last two months,
which increases the variability of the average log (usage).

was done by Hausman and Wise (1979) we normalize
the variance of �it by setting it to 1, so that we now
have models for the retention and attrition probabil-
ities given by the probit model as

Pr(a � 1) � Pr(R � � � � 0) � �(R �) andit it it it

Pr(a � 0) � 1 
 �(R �), (3)it it

where �(·) is the standard normal distribution func-
tion.

To allow for the possible correlation between usage
and retention (nonattrition) we define 	a � corr(�it, �it).
This correlation is a measure of the strength of the
relationship between usage and retention, with a pos-
itive value of 	a indicating that customers with high
usage have a higher probability of retention (nonattri-
tion), while those with low usage have a lower prob-
ability of retention (i.e., higher attrition propensity).
Because of the serial correlation of the �its, the corre-
lation between �it and �is is corr(�it, tis) � 	�t
s�	a.

Hausman and Wise (1979) show that

�(R �)itE[y � X , a � 1] � X � � 	 � , (4)it it it it a �(R �)it

where �(·) is the standard normal density. Hence, if
	a � 0 (i.e., attrition bias is present), then a linear
model relating yit and Xit, which includes just those
observations remaining at time t, is biased. In the case
of just two time periods, Heckman (1976) and Winer
(1983) show that a simple adjustment can be made to
the linear model, whereby � is firstly estimated and
then �(Rit )/�(Rit ) becomes a new independent var-�̂ �̂
iable in Equation (1). A similar adjustment is also
possible for T � 2 periods, but it requires two addi-
tional regressors, both of which must be obtained by
numerical integration. Because of this computational
difficulty, we instead generalize Hausman and Wise’s
(1979) two-period model to any number of periods
by extending the likelihood approach adopted origi-
nally by Hausman and Wise (1979) but outlined in
more detail by Ridder (1990). Details of this extension
are given in Appendix 1.

3.3. Overall Log-Likelihood
Let di be the period in which person i drops out of
the experiment. If a person completes the experiment,
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we follow the convention of Diggle and Kenward
(1994) and set di � T � 1. By substituting the re-
spective likelihoods for dropouts and completers
from Equations (A4a) and (A4b) in Appendix 1 into
Equation (A3) and grouping together terms, we de-
rive the log-likelihood as

n T
1

LL � I log[Pr(a � 0 � y )]� � {d �t} it it
1i
i�1 t�2

n T

� I log[Pr(a � 1 � y )]� � {d �t�1} it iti
i�1 t�2

n T

� I log[ f (y � y )]� � {d �t�1} it it
1i
i�1 t�2

n

� log[ f (y )]. (5)� i1
i�1

Appendix 2 gives the probabilities and densities re-
quired for the complete calculation of the log-likeli-
hood in Equation (5). Substituting these into Equation
(5) gives the exact log-likelihood function as

n T
1

LL � I log[1 
 �(Z )]� � {d �t} 1iti�i�1 t�2

T T1
2� I log[�(Z )] 
 I Z� �{d �t�1} 2it {d �t�1} 3iti i2t�2 t�2

1 1
2 2
 Z 
 log[2�� ]4i2 2

T1
2 2
 log[2�� (1 
 	 )] I� {d �t�1}i �2 t�2

n

� LL ,� i
i�1

(6)

where Z1it, Z2it, Z3it, Z4i are defined in Appendix 2.

3.4. Latent Class Model
One of the possible problems with our proposed
model is that usage levels are likely to vary by dif-
ferent panelist characteristics, some of which may be
unobserved. A simple and robust method for han-
dling this type of heterogeneity is to create latent
panelist segments, as employed by Kamakura and
Russell (1989) for consumer choice of packaged

goods.5 Denote �l as the proportion of the population
falling into segment l, � �l � 1, 0 � �l � 1. Anal-L

i�1

ogously to Kamakura and Russell (1989), for the mul-
tinomial logit model, in our application we employ a
separate usage/attrition model for each latent seg-
ment. The overall model is a weighted average of
these segment-level models. Similarly to Kamakura
and Russell (1989), we parameterize the �l propor-
tions as / , with �L � 0 to ensure identifia-� L �l l�e � el��1

bility. The likelihood for the latent class generaliza-
tion of the model in Equation (6) is

 n L �le LL � log exp(LL ) ,� �LC ilL
1 l�1 l�1 �l*1 � e �
l*�1 

where LLLC denotes the log-likelihood for the latent
class model and LLil is the log-likelihood component
for the ith person obtained from Equation (6) but
with parameters (�, �, �, 	, 	a) now indexed by l, cor-
responding to their appropriate latent class. Individ-
ual-level segment membership probabilities are given
by �il � / .� �LL L � �LLl il l* il*e � el*�1

4. Application of the Model

4.1. Data
The usage data for this experiment come from a
product trial conducted from October 1994 to Octo-
ber 1995 (13 months) for a new telecommunications
service. For proprietary reasons, we cannot disclose
the market or the service. However, we can say that
it is a type of cellular phone with service features that
combine the benefits of a fixed-line phone and a cel-
lular phone. The purpose of the trial was to ascertain
the revenue-maximizing price—a combination of a
monthly access fee and a unit price per minute of
usage. Usage prices were further divided into peak
and off-peak time zones, but we consider just the
peak time zone in this study. An additional objective

5Of course, there are other methods that allow for heterogeneity
(see, for example, Kalyanam and Putler 1997), but we found that
the Kamakura and Russell model (1989) worked extremely well in
our application.
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Table 1 Price Levels for Each of the Treatment Groups in the Trial

Treatment Group A B C D

Original no. in
group 80 71 75 70

Total dropouts
% Dropout across

whole experiment

19

23.8

29

40.8

19

25.3

32

45.7

Prices Over Time
Access
$/month

Usage
$/min

Access
$/month

Usage
$/min

Access
$/month

Usage
$/min

Access
$/month

Usage
$/min

Oct. ’94
Nov. ’94–Jan. ’95
Feb. ’95–Apr. ’95
May ’95–Oct. ’95

0
0
0
0

0.1
0.1
0.1
0.1

10
15
25
35

0.1
0.1
0.1
0.1

0
0
0
0

0.1
0.15
0.3
0.6

10
15
25
35

0.1
0.15
0.3
0.6

Table 2 Descriptive Statistics for Usage—for the First Month Only

Treatment
Group

A

Min/
Month

Log of
Min/

Month

B

Min/
Month

Log of
Min/

Month

C

Min/
Month

Log of
Min/

Month

D

Min/
Month

Log of
Min/

Month

Mean
Standard deviation
Median
Interquartile range

249
272
181
279

4.91
1.27
5.20
1.63

400
476
207
479

5.25
1.47
5.33
1.89

310
339
210
319

5.04
1.54
5.35
1.50

268
234
207
327

4.99
1.41
5.33
1.69

was to determine customer price sensitivity to the
product.

Some 296 residential phone customers were re-
cruited to the trial via a simple random sample. All
those recruited had a fixed-line phone service, but
very few had an existing cellular phone. The trialists
were divided into four treatment groups of approxi-
mately equal size. The first group, labeled A, was the
control group. They had no monthly access charge
and only a 10¢/minute usage charge for the duration
of the trial. Group B had just access price increases,
while Group C had only periodic usage price increas-
es. Last, Group D, had both access and usage price
increases during the trial. Table 1 gives full pricing
details for each group. Trialists paid their monthly
bills, as with any phone service, but were permitted
to drop out of the trial at any time, without any ob-
ligations except to pay their final bill.

Table 1 shows that the highest dropout rates occur
for the two groups with access price increases (B and
D). The information recorded on each trialist was the
number of airtime minutes used each month, their
dropout month (if they dropped out), and the de-
mographic variables of household income, whether
they worked from home, were in full-time employ-
ment, and had a computer in the home.6

4.2. Model Variables
4.2.1. Usage-Dependent Variable. Table 2 gives

some descriptive statistics for the usage data, both in
raw minutes and log(minutes) per month, for just the
first month of the trial (i.e., before price increases start

6A series of one-way ANOVAs conducted for each demographic var-
iable showed that the treatment groups were not significantly dif-
ferent with respect to all of the demographic variables.
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to take effect on usage). One of the first things to
notice is that the mean always exceeds the median,
sometimes by a substantial amount (see treatment B,
for instance). This is a clear sign of skewness in the
data. Moreover, the mean, standard deviation, and in-
terquartile range are similar for each group, which is
a feature of the exponential distribution. Mosteller
and Tukey (1977) recommend a log transformation in
such instances. The log transformation has an addi-
tional advantage of ‘‘reining in’’ some extremely
high-usage observations. Having applied the log
transformation, Table 2 shows the means and medi-
ans of the logged data to be about the same. Histo-
grams of the logged data for each group exhibit nor-
mally distributed data. Hence, from now on we use
just the log-transformed usage data.

4.2.2. Usage-Independent Variables. In addition to
the independent variables of access price, usage price,
and the four demographic variables mentioned ear-
lier, we also consider covariates arising from seasonal
effects. Figure 1 shows the usage levels for Group A,
who experience no price changes, yet their usage lev-
els drop considerably in July and August, only to rise
again in September and October. Because July and
August are traditional vacation months, a drop in res-
idential usage at this time is not surprising. There-
fore, we incorporate dummy variables for three of the
year’s four quarters. Hence, our usage model is7

a uy* � � � � p � � p � � HINCOMEit 0 1 it 2 it 3 i

� � WORKHOME � � EMPLOY4 i 5 i

� � COMPUTER � � Q � � Q � � Q6 i 7 1t 8 2t 9 3t

� � ,it

where y �log(yit), and are the access and usagea u* p pit it it

prices person i is charged at time t, HINCOMEi �1 if

7Notice that we do not have dummy variables for each of the treat-
ment groups. This is because treatment dummy variables are con-
founded with access and usage price. Notice also that we do not
include a lagged-dependent variable, as might seem reasonable with
such high autocorrelation and potential heterogeneity. For instance,
Winer (1983) used lagged-dependent variables, but Ridder (1990)
comments that the independent variables in Equation (1) for the
Hausman and Wise (1979) model must be ‘‘strictly exogenous.’’

person i is in a household with income �$60,000 per
year; 0 otherwise, WORKHOMEi �1 if person i works
from home; 0 otherwise, EMPLOYi �1 if person i is
employed full time; 0 otherwise, COMPUTERi �1 if
person i has a computer in their home; 0 otherwise,
Q1t �1 if t � 4, 5, 6 (winter); 0 otherwise, Q2t �1 if t
� 7, 8, 9 (spring); 0 otherwise, Q3t �1 if t � 10, 11,
12 (summer); 0 otherwise.

4.2.3. Attrition-Independent Variables. Equation
(2) shows that, as a minimum, the attrition model
must contain the same independent variables as the
usage model. Indeed, Ridder (1990) states that this is
a necessary condition for identifiability of the Haus-
man and Wise (1979) model. Some possible addition-
al independent variables suggested by Verbeek and
Nijman (1992) for the attrition model include the
number of survey waves a person is included, an in-
dicator variable showing whether or not a person
completes all waves, and a lagged-attrition variable
indicating whether a person participated in the pre-
vious survey wave. All of these independent variables
are suited more to the situation in which a respon-
dent can return to the study having missed a survey
wave. This does not happen in our case, so we set the
attrition-independent variables to be the same as
those used for the usage component of our model.

4.3. Estimation
We used the EM algorithm to maximize the latent
class likelihood given in §3.4 (see Wedel and Kama-
kura 1998 for theory and application of the EM al-
gorithm to latent class models in marketing settings).
A FORTRAN program was written to execute the EM
algorithm. When maximizing the LLl components, we
used a modified Newton method with numerical sec-
ond derivatives, as executed by an IMSL routine
(IMSL 1997). This IMSL routine requires first deriv-
atives, which we give in Appendix 3.

With the latent class model, we must first deter-
mine the number of segments. Bucklin and Gupta
(1992) argue in favor of using the Bayesian informa-
tion criterion (BIC), defined as LL 
 (m/2) ln(N),
where m is the number of parameters and N is the
number of observations (3,210 in our case). The model
with the highest BIC indicates the best number of seg-
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Table 3 Fitted Usage and Attrition Models

Usage Model

One Segment

Ignoring
Attrition

Incorporating
Attrition

Two Segments

Segment 1 Segment 2

Intercept 4.465
(56.7)*

4.501
(568.0)

5.397
(551.6)

3.781
(196.3)

Access price 
0.002
(
0.9)


0.005
(
19.2)


0.001
(
4.4)


0.014
(
20.9)

Usage price 
0.654
(
3.6)


1.007
(
75.1)


0.659
(
52.1)


1.326
(
34.6)

HINCOME (high) 0.244
(3.9)

0.241
(32.8)

0.215
(22.7)

0.071
(4.3)

WORKHOME (yes) 0.669
(9.1)

0.638
(71.9)

0.174
(17.4)

0.494
(18.6)

EMPLOY (full time) 
0.378
(5.7)

0.363
(46.2)

0.064
(6.1)

0.422
(24.6)

COMPUTER (yes) 0.060
(0.9)

0.013
(1.6)


0.155
(
15.6)

0.382
(19.7)

Q1 (winter) 
0.041
(
0.5)

0.063
(20.0)

0.034
(13.1)

0.072
(6.6)

Q2 (spring) 
0.122
(
1.5)

0.093
(24.3)

0.100
(32.6)


0.011
(
0.8)

Q3 (summer) 
0.322
(
3.6)


0.083
(
23.4)


0.001
(
0.4)


0.316
(
24.4)

Attrition Model

Intercept – 1.742
(215.0)

1.956
(120.4)

1.629
(95.8)

Access price – 
0.016
(
73.2)


0.012
(
29.8)


0.019
(
41.5)

Usage price – 
0.386
(
23.9)


0.799
(
25.3)


0.164
(
4.7)

HINCOME (high) – 0.343
(57.1)

0.326
(27.0)

0.282
(22.3)

WORKHOME (yes) – 0.778
(57.4)

0.804
(35.8)

0.665
(18.0)

EMPLOY (full time) – 0.258
(42.0)

0.223
(17.3)

0.249
(19.3)

COMPUTER (yes) – 0.700
(64.4)

0.829
(32.7)

0.653
(30.8)

Q1 (winter) – 
0.125
(
14.8)


0.315
(
19.4)

0.049
(2.7)

Q2 (spring) – 
0.216
(
25.6)


0.087
(
5.0)


0.317
(
18.9)

Q3 (summer) – 
0.177
(
19.9)


0.078
(
4.4)


0.260
(
14.2)

�

	

1.477
(1052.9)

–

1.526
(750.7)

0.776
(1249.5)

0.946
(366.4)

0.872
(1197.8)

1.763
(372.2)

0.629
(313.2)
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Table 3 Cont’d Fitted Usage and Attrition Models

Usage Model

One Segment

Ignoring
Attrition

Incorporating
Attrition

Two Segments

Segment 1 Segment 2

	a – 0.346
(148.2)

0.282
(55.1)

0.482
(73.7)

Segment parameter

Segment size (%)

–

100

–

100

0.278
(28.1)
56.8

0

43.2

Note: t-statistic in parentheses.

ments to use. A comparison across three segments
results in the following table. The two segment model
has the highest BIC, so we choose two segments for
the final model.

Fit of Latent Class Models

One Segment Two Segments Three Segments

Log-likelihood
m
BIC


4914.8
23


5007.7


4147.5
47


4337.2


4053.5
71


4340.1

4.4. Description of the Segments
Table 3 gives the parameter estimates for a simple
OLS regression model, a one-segment model, and a
two-segment model. The simple regression model is
a naive model that ignores the effects of attrition,
which is why it has no parameter estimates for attri-
tion. If we compare this naive model with our single-
segment model that incorporates attrition, then some
interesting differences emerge. First, note the relative
size of the access and usage price coefficients. The
model that ignores attrition effects has smaller coef-
ficients (in absolute value) than the model that incor-
porates attrition. Moreover, the naive model does not
show access price to be significantly related to usage.
A person using the naive model would significantly
understate usage price sensitivity of consumers to the
new product, as well as sensitivity of customer reten-
tion to access price.

The single-segment model incorporating attrition
also shows an interesting contrast between the rela-
tive importance of access and usage price on attrition.
The coefficient for access price in the attrition com-

ponent of the model (
0.016) is more than three
times larger than the access price coefficient in the
usage component of the model (
0.005). This differ-
ence in relative importance is also borne out in the
t-statistics (Bring 1994), with the access price t-statis-
tic being 3.8 times bigger in the attrition model. This
is intuitively reasonable and fits well with the earlier
observation in Figure 1, which is that access price has
more impact on customer attrition than usage of the
service. Because access price is a fixed monthly cost
irrespective of usage, when it gets too high there is a
strong disincentive to retain the service. Usage price
also plays its part on attrition, but to a lesser extent.
Here, a customer with low or decreasing usage, which
could result from increasing usage charges, might
view the fixed monthly access fee as too high com-
pared with the utility he or she gets from the product
and, therefore, relinquish the product (drop out of the
trial in this case).8

In the one-segment model, also notice the high val-
ue of 	 at 0.776, which indicates strong serial corre-
lation. Moreover, the correlation between usage and
retention, as measured by 	a, is reasonably strong and
certainly statistically significant. This confirms the
conjecture that high-usage customers are more likely
to retain the service than low-usage customers.

8In contrast to our finding, Bolton (1998) found that the access fee
had no impact on customer retention for her data in the cellular
phone industry. This could be because of the small range of access
fees ascribed to a customer for the duration of Bolton’s study (1998).
Moreover, because Bolton was observing an existing cellular phone
market, it is likely that access fees are similar across suppliers, so
they have little affect on retention.
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Turning attention to the two-segment model, we
see that Segment 1 has a bigger intercept in the usage
model compared with Segment 2 and, hence, higher
usage on average.9 In addition, with regard to the
usage model, Segment 1 is much less price sensitive
to both access and usage price. Interestingly, while
Segment 1 appears to be the high-usage group and
is less price sensitive, this segment is still very access
price sensitive when it comes to attrition. Further-
more, Segment 1’s sensitivity to usage price for attri-
tion is considerably higher than that for Segment 2,
showing that when usage price gets too high, their
usage tends to decline, making them more vulnerable
to attrition as it becomes harder to justify the fixed
monthly charge. By contrast, Segment 2, with its ten-
dency toward low users, is not very sensitive to usage
price when it comes to attrition because increasing
usage costs will not add substantially to their total
monthly bill. However, Segment 2 is extremely sen-
sitive to access price, more so than Segment 1.

High- and low-usage segments were also found in
a study of cellular phone pricing conducted by Jain
et al. (1999). Their sample had a mixture of residential
and business customers and revealed that high-usage
customers were more sensitive to usage price than
low-usage customers. We do not find this in our
study. However, in the Jain et al. (1999) study, access
price included free calling minutes, and the low-us-
age segment tended to have used the phone only up
to the limit of their free minutes, which meant that
they were unaffected by airtime usage costs. Our ex-
periment had no free minutes included in the month-
ly access price, which would explain the difference in
our findings. One finding that is consistent across
both studies is that the low-usage segment is very
sensitive to access price.

The four demographic variables show the expected
effect: Those having higher income, working from

9We estimated each person’s probability of segment membership using
�il above. If i1 � 0.5 we assigned person i to Segment 1, and Segment�̂

2 otherwise. The average monthly usage for those assigned to Segment
1 was 375 minutes compared with 159 minutes for Segment 2. A sim-
ilar profiling of segment membership by demographics showed that
Segment 1 members tended to have higher income and disproportion-
ately more worked from home and worked full time. There was no
significant difference with respect to computer ownership.

home, being in full-time employment, or having a
computer in their home demonstrate both higher us-
age and less tendency to drop the service. Regarding
seasonal effects, as seen in Figure 1, there is a signif-
icant decline in summer usage, but only for the low-
usage segment.

Last, in Table 3, notice the very high value of the
serial correlation for Segment 1 and that � is lower
for Segment 1 compared with that for Segment 2.
Hence, the usage pattern for Segment 1 is more con-
sistent, with less variability. Also notice that 	a for
Segment 2 is nearly twice as big as that for Segment
1, indicating the higher correlation between usage
and retention for Segment 2.

5. Model Fit
We now test the predictive fit of our usage and attrition
models by comparing model predictions (fitted values)
with the observed data for each month of the experi-
ment.

Usage. Fitted values of usage were obtained for
Segments 1 and 2 by substituting the individual-level
demographic information into the estimated models
given in Table 3. The actual access and usage prices
in Table 1 were used for the monthly prices. An over-
all usage estimate was obtained for each person for
each month by calculating the segment-level expected
usage, conditional on retention, given by Equation (4).
These segment-level estimates were averaged, with
weights given by , the estimated probability that�̂il

person i belongs to segment l.
Figure 3A shows the average monthly observed

and fitted log-usage values (indexed against the first
month). The model fit is very good. The correlation
between observed and fitted usage levels is reason-
able, being 0.54.

Attrition. As for usage, individual level actual data
were substituted into the estimated attrition model in
Table 3 to produce estimates of the survival proba-
bility at each month, i.e., Pr(ait � 1). The expected
number of trialists at each time period for each treat-
ment group is the sum of the estimated retention
probabilities for those in the relevant group.
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Figure 3a Comparison of Observed and Fitted Usage (Indexed Against
the First Month)

Figure 3b Comparison of Observed and Fitted Dropouts

Figure 3B compares the observed and expected
number of people in each treatment group over time.
The fitted values are extremely close for all four treat-
ment groups. We calculated the �2 goodness-of-fit sta-
tistic across all the treatment groups for each month
(4 � (13 
 1) � 48 cells) and obtained a chi-squared
value of 3.39. Comparing this with a �2 critical value
at the 5% level with 27 degrees of freedom (48 
 20

 1 � 27, where 20 is the number of estimated pa-
rameters in the latent class attrition model) of 40.1,
we cannot reject the null hypothesis of a good fit.

6. Price and Attrition Elasticities

6.1. Price Elasticity
A key objective of this study is to examine customers’
price sensitivity, as measured by price elasticity. In
the marketing literature, Tellis (1988) reported an av-

erage price elasticity of 
1.8 for packaged goods, du-
rables, and pharmaceuticals, based on a meta-analy-
sis. Many other researchers have examined price
elasticities for packaged goods (see, for example, Bol-
ton 1989, Ehrenberg and England 1990, Raju 1992),
with typical price elasticities in the range of 
2 to

3. Only a handful of studies have reported price
elasticities in the telecommunications industry, and
these largely appear in the economics literature. For
instance, Hackl and Westlund (1996) found that price
elasticities for telephone service ranged only between

0.4 and 
0.9. Rappoport and Taylor (1997) report
an average elasticity of 
0.44, being much smaller
than those found for Tellis’ (1988) industries. Kling
and Van Der Ploeg (1990) and Park et al. (1983) found
usage price elasticities for just local calls ranged be-
tween 
0.1 and 
0.2. While Madden et al. (1993) and
Bewley and Fiebig (1988) also found telecommuni-
cations prices to be relatively inelastic, they did report
that elasticities were higher for the long haul, com-
pared with short-haul toll calls. Only the study by
Madden et al. (1993) examined access and usage price
simultaneously (via conjoint analysis), but access
price elasticities were only given conditional on a us-
age price and were typically near zero. We now de-
rive access and usage price elasticities for the tele-
communications service analyzed in this experiment.

The expected usage for person i (Ui), incorporating
the effect of attrition, is obtained using Equation (4), as

L T

U � � exp(E[y � a � 1, X , l])Pr(d � t � l)� �i l it it it i
l�1 t�1

L T t�(R � )it l� � exp X � � 	 � �(R � ).� � �l it l al l it* l� ��(R � )l�1 t�1 t*�1it l

Individual-level access and usage price elasticities
are, respectively, �a � (�Ui/�pa)(pa/Ui) and �u �

(�Ui/�pu)(pu/Ui), where the partial derivatives of Ui

with respect to access price (pa) and usage price (pu)
are given in Appendix 4 (available at http://mktsci.
pubs.informs.org).

Table 4 gives the average access and usage price
elasticities for several levels of access and usage price
using the coefficients in Table 3 for the two-segment
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Table 4 Demand and Attrition Elasticities for Various Combinations of (pa, pu)

Demand Elasticities

Price Combination

Attrition Incorporated

(10, 0.1) (15, 0.15) (25, 0.3) (35, 0.6)

Attrition
Ignored
(35, 0.6)

Access price elasticity 
0.06
(0.003)


0.10
(0.005)


0.20
(0.011)


0.35
(0.021)


0.07
(0.007)

Usage price elasticity 
0.09
(0.002)


0.14
(0.005)


0.31
(0.011)


0.71
(0.032)


0.39
(0.007)

Attrition Elasticities

Price Combination

Attrition Incorporated

(10, 0.1) (15, 0.15) (25, 0.3) (35, 0.6)
Attrition
Ignored

Access price elasticity

Usage price elasticity

0.38
(0.006)
0.10

(0.007)

0.54
(0.008)
0.14

(0.011)

0.81
(0.011)
0.29

(0.022)

0.99
(0.016)
0.57

(0.043)

—

—

Note: Standard errors in parentheses, estimated by the jackknife method.

model incorporating attrition.10 In every case, usage
price elasticity is considerably higher than access
price elasticity, about a two-to-one ratio, showing the
relative dominance of usage price over access price
for determining demand.

The last two columns of Table 4 compare the elas-
ticities for the same price combination (pa � $35 and
pu � $0.60), except that the last column ignores the
effect of attrition on demand and estimates total ex-
pected usage with the regression coefficients in Table
3 for the OLS model that does not incorporate attri-
tion. Contrasting these two columns shows that by
ignoring the effects of attrition, access price has a
much smaller effect on demand (one-fifth). Ignoring
attrition also has a big effect on usage price elasticity,
which is evident from the near-halving in usage price
elasticity from 
0.71 to 
0.39. The lower-usage elas-
ticity observed when attrition is ignored results from
the censoring effect mentioned above, whereby nor-
mal usage levels are maintained among the product
‘‘survivors,’’ despite price increases, and this gives
the (false) impression of lower usage price sensitivity.

10Elasticities are calculated at the individual level, then averaged
over all individuals, as recommended by Ben-Akiva and Lerman
(1985), because the demand function is nonlinear.

6.2. Attrition Elasticity
In addition to demand elasticity, we also examine
customer churn (defined here as customers lost) be-
cause it is an important feature of subscription ser-
vices. For instance, Bolton (1998) reported that the av-
erage monthly churn rate is high in the cell phone
market, at 2.7% per month. High churn rates are also
observed in the satellite pay TV market. To see the
effects of churn, we calculated the average percent of
customers who drop out each month at some time
over a 13-month period for the previously used levels
of access and usage prices. The lower half of Table 4
gives the attrition elasticities. It shows both access
and usage attrition elasticities increasing as access
and usage prices increase. However, the elasticity for
usage price is considerably smaller than that for ac-
cess price, as would be expected, because Table 3
shows that usage price has less influence on attrition
for both segments.

As a point of comparison, Bolton (1998) reported that
the churn rate was 2.7% for another cellular phone ser-
vice that had an average monthly access fee of $28.35/
month and average usage rate of $0.26/min. The esti-
mated churn rate for this price combination using our
model is 3.1%, being very close to Bolton’s (1998) figure.
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Figure 4a Revenue Surface as a Function of Access and Usage Price—
No Acquisition Cost Deducted.

Note: Max at (pa, pu) � (29.1, 0.81).

The slightly higher churn rate in our case is probably
because relinquishing the telecommunications service is
easier for the panelists in our experiment, compared
with the effort required to switch suppliers, as would
be required in Bolton’s case (1998).

7. Optimal Pricing
Until now, our usage and attrition models have been
used to model just the observed experimental results
and to obtain elasticities. As noted at the beginning
of the modeling section, one of the purposes of the
experiment is to determine an optimal pricing strat-
egy for access and usage price. To achieve this, our
combined usage/attrition model can estimate a rev-
enue profile for each person over time. By summing
up each person’s expected revenue, we obtain the ex-
pected total revenue. Unlike the experiment, we do
not vary price over time but set it to be constant over
a 13-month period, which is more like the market
conditions a customer will experience.

The expected total revenue is given by

REVTOT
L n T �(R � )it la u� � p � p exp X � � 	 �� � � l it l al l� � ���(R � )l�1 i�1 t�1 it l

t

� �(R � )� it* l
t*�1

L n T t
a u� p � �(R � ) � p U,� � � �l it* l

l�1 i�1 t�1 t*�1
(7)

where U � � Ui. As for usage, a consistent esti-n
i�1

mate of Equation (7) is obtained by substituting in
the parameter estimates for the two-segment model
in Table 3.

Figure 4A shows the revenue surface as a function
of access and usage price, indexed against the total
revenue for (pa, pu) � ($0, $0.05). The maximum rev-
enue can be obtained directly using the partial deriv-
atives of Equation (7), which are given in Appendix
5 (available at http://mktsci.pubs.informs.org). In
Figure 4A, revenue is maximized at ($29.1, $0.81), be-
ing a moderate monthly fee and a high-usage price.
One problem with using Equation (7) for revenue

maximization is that it ignores the cost of customer
acquisition. In our experiment, when a panelist relin-
quished the service, he or she was not replaced. How-
ever, in a true market setting, it would be expected
that customers who drop the service are replaced by
new customers, captured by advertising or some oth-
er form of sign-up promotion. Therefore, our revenue
model needs to incorporate some measure of custom-
er acquisition cost. While it would be difficult to as-
sign a precise acquisition cost to each customer, it is
relatively straightforward to gauge aggregate acqui-
sition cost via the advertising to sales ratio. That is,
Equation (7) gives us total sales, and knowing the
ad/sales ratio gives an aggregate value for advertis-
ing. If we denote the ad/sales ratio as 
, the net rev-
enue having deducted customer acquisition costs is
(1 
 
)REVTOT. It now remains to determine a re-
alistic value of 
.

Several studies have looked exhaustively at adver-
tising/sales ratios (Balasubramanian and Kumar
1990, 1997; Farris and Buzzell 1979; Paton and Conant
2000), usually with a view to finding factors related
to 
. Paton and Conant (2000) observed somewhat
wide variation in 
 across 844 firms in the United
Kingdom. Their average ad/sales ratio was 2.03% but
in particular was 2.33% for the telecommunications
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Figure 4b Revenue Surface as a Function of Access and Usage Price—
Acquisition Cost Set at 2.33% of Sales Deducted.

Note: Max at (pa, pu) � (27.7, 0.81).

industry. Hence, we initially use a 
 value of 0.0233.
Farris and Buzzell (1979) reported that 
 tends to be
higher for firms producing new products, as in our
case. Hence, also use a value of 0.05 for 
.

Figure 4B shows the net revenue surface for a 

value of 0.0233. The point of maximum revenue oc-
curs at (pa, pu) � ($27.7, $0.81).11 Hence, deducting the
acquisition cost from Equation (7) places an increased
penalty on losing customers, and this effect is com-
bated by lowering the monthly access fee, which we
have seen already has the biggest impact on customer
retention. For a higher 
 value of 0.05, the point of
maximum revenue occurs at ($26.2, $0.80), which fur-
ther tries to correct for the loss in revenue because of
customer attrition by lowering the monthly access fee.

As a matter of interest, we tried to compare our
revenue-maximizing price combination with that de-
rived from a naive model. In this case, a sensible na-
ive model is one that ignores attrition effects and uses
the coefficients from the second column of Table 3 as
a usage-only model. However, such a naive model
allowed the access price to be almost unlimited (up
to $1,000/month, for instance) because there is no

11We used the jackknife method (Efron 1982) to determine the stan-
dard errors for the access and usage revenue-maximizing prices,
which were $2.71 and $0.023, respectively.

penalty for increasing access price. Hence, only mod-
els that take attrition effects into account can reason-
ably be used for revenue maximization.

8. Conclusion
In this paper, we modeled observations from a market
experiment for a new subscription-based telecommu-
nications service. A theoretical model was derived that
combined two basic phenomena of subscription servic-
es—namely, usage and retention. Each of these phe-
nomena was modeled separately, but the usage model
is conditional on survival and the retention model is
conditional on usage. The two components of our mod-
el exhibit good predictive validity, giving usage and at-
trition estimates close to their actual values.

Two key objectives were revenue maximization
with respect to access and usage price and determi-
nation of price sensitivity. Regarding these objectives
the main findings are as follows:

(i) Access price has some affect on usage but a
much stronger affect on retention.

(ii) Usage price has a strong effect on usage and a
moderate effect on retention, in that if usage price
increases so much that usage declines, then lower us-
age levels results in higher attrition.

(iii) Access price elasticity is about half that of us-
age price, with both elasticities generally being much
smaller than 1, indicating relative inelasticity for this
particular service.

(iv) Churn rate is much more sensitive to access
than usage price (about a 3-to-1 ratio for moderate
usage price).

(v) If just observed usage is examined and custom-
er attrition is ignored, then price sensitivity is very
likely to be substantially underestimated (on the or-
der of 45% in our case).

Even though the experiment and model worked well
in this application in terms of meeting the objectives,
there are several limitations, which we now identify.

(i) The range of prices used in the experiment was
not wide enough, especially for usage. For example,
the revenue-maximizing usage price was around
$0.80/minute, which is higher than the highest usage
price charged in the experiment. The first two usage
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price increases appear to have had little effect on us-
age, and future experiments should extend the usage
price range up to $1.00/minute, with fewer price lev-
els set at the lower end.

(ii) The range of access and usage prices did not
conform according to a full factorial design, in that
both access and usage price increased simultaneous-
ly. Moreover, the price increases were confounded
with time, so that seasonal effects may also be con-
founded with pricing effects. An alternative experi-
mental plan could have started with high prices and
reduced them over time (as often happens with a new
service) or mixed up the valence of the price changes
(to look for possible asymmetric price elasticities).

(iii) There may be some conditioning effect of the
trialists, whereby they are reluctant to relinquish the
service once they get used to it or depend on it. This
‘‘inertia’’ would tend to make the trialists less price
sensitive than in a normal market setting, especially
because there are no competitive effects present in
this experiment.

(iv) The optimal price has been derived as if it
were constant over time. Some additional modifica-
tions are required for dynamic pricing, particularly if
competitive pressure had forced prices to become
lower over time. Our model can accommodate dy-
namic pricing, but no competitive products were on
the market at the time of the experiment.

Despite these limitations, the main findings should
still be valid and future experiments can be refined
to address the limitations. Regarding the model em-
ployed, our generalization of the Hausman and Wise
(1979) model gave encouraging results, showing good
predictive validity and producing intuitively reason-
able results. The modeling of retention related to us-
age applies to many other products and services, for
example, a credit card—where if a customer does not
use it much and the annual subscription cost is quite
high, then he or she may not renew a subscription.
The same effect should be observed with magazines
and newspapers, where decreased reading may not
justify the subscription cost.

Although the model developed here has been ap-
plied to a new subscription service, it could equally
be applied to an existing service, although some pro-

vision will have to be made for competitors’ prices,
by using relative instead of absolute prices, for in-
stance. An alternative model for customer acquisition
could also be developed, rather than the one based
on ad/sales ratios used above. For example, Thomas
(2001) develops a model in which customer acquisi-
tion and retention are dependent.

Finally, an important finding of this study centers
around the analysis of longitudinal panel data, which
is also applicable to consumer or television panels.
These panels also have panelist attrition, with higher
dropout for low-volume buyers in the case of con-
sumer panels or light TV viewers in the case of peo-
ple meter panels. For consumer panels, it is possible
that low-volume buyers are less price sensitive, in
which case the remaining panelists tend to be more
price sensitive. A model that fails to account for pan-
elist attrition would then overstate price sensitivity.
The theoretical model of usage and attrition devel-
oped in this application could also be applied to con-
sumer panels simply by incorporating a model for
panelist attrition, such as the probit model used here.
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Appendix 1. Extension of the Hausman and
Wise (1979) Likelihood Model
to T Periods

First, we specify the joint distribution of (yi1, yi2, . . . , yiT, ai1, ai2, . . . ,
aiT), which has density (suppressing the i subscript for the moment),

f (y , y , . . . , y , a , a , . . . , a )T T
1 1 T T
1 1

� f (a � a , . . . , a , y , . . . , y )T T
1 1 T 1

� f (y � y , . . . , y , a , . . . , a )T T
1 1 T
1 1

� f (y , . . . , y , a , . . . , a ). (A1)T
1 1 T
1 1

Ridder (1990) notes that implicit in the Hausman and Wise (1979)
model are the following two modeling assumptions:

f (a � a , . . . , a , y , . . . , y ) � f (a � y ) andT T
1 1 T 1 T T

f (y � y , . . . , y , a , . . . , a ) � f (y � y , . . . , y ). (A2)T T
1 1 T
1 1 T T
1 1

Substituting the assumptions from Equation (A2) into Equation
(A1) and further utilizing the first-order Markov model for (y1, y2,
. . . , yT ) (which is implicit in the serial correlation structure of �it),
we obtain
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f (y , y , . . . , y , a , a , . . . , a )T T
1 1 T T
1 1

T

� f (y , . . . , y ) f (a � y )�T 1 t t
t�1

T T

� f (y ) f (y � y ) f (a � y ). (A3)� �1 t t
1 t t
t�2 t�1

Diggle and Kenward (1994) derived a model similar to that in Equa-
tion (A3) in a clinical trial setting for measurements on animals,
some of which dropped out of the experiment. Their dropout model
was different from ours, however, being a logit rather than a probit
model.

When at � 0, yt is not observed, and Hausman and Wise (1979)
state that yt must be ‘‘integrated out’’ of Equation (A3). Notationally,
this is represented by f (at � 0 � yt
1), that is, the dependency of at

on usage now refers to the previous time period (i.e., the most re-
cent observation). Using this notation in Equation (A3), the likeli-
hood function for someone who drops out of the trial at time t given
that they ‘‘survived’’ up until time t 
 1 is12

Pr(a � 0 � y )Pr(a � 1 � y ) . . . , Pr(a � 1 � y )t t
1 t
1 t
1 2 2

t
1

� f (y ) f (y � y ) . (A4a)�1 t* t*
1� �t*�2

For those remaining in the trial for the duration of the experiment,
the likelihood is

T T

Pr(a � 1 � y ) f (y ) f (y � y ) . (A4b)� �t* t* 1 t* t*
1� �t*�2 t*�2

Appendix 2. Probability Components of the
Overall Log-Likelihood

Hausman and Wise (1979) note that from the error structure of the
usage and attrition models, which are multivariate normal, that �it � �it
1

� N(		a�it
1/�, 1 
 	2	 ) and �it � �it � N(	a�it/�, 1 
 	 ). Using these2 2
a a

conditional distributions Hausman and Wise (1979) obtain

R � � 		 � /�it a it
1Pr(a � 0 � y ) � Pr(R � � � � 0 � y ) � 1 
 �it it
1 it it it
1 � �2 2�1 
 	 	a

R � � 		 (y 
 X �)/�it a it
1 it
1� 1 
 � � 1 
 �(Z ),1it� �2 2�1 
 	 	a

and similarly

R � � 	 (y 
 X �)/�it a it itPr(a � 1 � y ) � � � �(Z ).it it 2it� �2�1 
 	a

In addition, for the third and fourth components of Equation (5) we
require two densities. Noting that yit � yit
1 � N(Xit� � (yit
1 


Xit
1�)	, �2(1 
 	2)), we have

12Note that no one drops out in the first period, so that Pr(a1 � 1 �
y1) � 1 for all panelists.

1 y 
 	y 
 (X 
 	X )�it it
1 it it
1f (y � y ) � �it it
1 � �2 2��(1 
 	 ) ��(1 
 	 )

1
� �(Z ),3it2��(1 
 	 )

while

1 y 
 X � 1i1 i1f (y ) � � � �(Z ).i1 4i� �� � �

Appendix 3. First Derivatives of the Log-
Likelihood Function

In this appendix we give the first derivatives of the log-likelihood
function given in Equation (6). The log-likelihood can be written
equivalently as

n T
1 n T

LL � I log[1 
 �(Z )] � I log[�(Z )]� � � �{d �t} 1it {d �t�1} 2iti i
i�1 t�2 i�1 t�2

n T n1 1 1
2 2
 I Z 
 Z 
 (n � n*)log(2�)� � �{d �t�1} 3it 4ii2 2 2i�1 t�2 i�1

n*
2
 (n � n*)log(�) 
 log(1 
 	 ),

2

with Z1it, Z2it, Z3it, Z4i as defined in Appendix 2 and n* �

� � . The partial derivatives are as follows:n T Ii�1 t�2 {d �t�1}i

n T
1�LL �(Z ) 		 X1it a ijt
1� I� � {d �t}i 2 2[ ]� 1 
 �(Z ) ��(1 
 	 	 )i�1 t�2j 1it a

n T �(Z ) 	 X2it a ijt
 I� � {d �t�1}i 2�(Z ) ��(1 
 	 )i�1 t�2 2it a

n T n(X 
 	X )ijt ijt
1� I Z � Z X /�,� � �{d �t�1} 3it 4i ij1i 2��(1 
 	 )i�1 t�2 i�1

n T
1�LL �(Z ) R1it ijt� 
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 �(Z ) �(1 
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