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ABSTRACT

Research has shown that the judged probability of an event depends on the
speci®city with which the focal and alternative hypotheses are described. In
particular, unpacking the components of the focal hypothesis generally increases
the judged probability of the focal hypothesis, while unpacking the components
of the alternative hypothesis decreases the judged probability of the focal
hypothesis. As a consequence, the judged probability of the union of disjoint
events is generally less than the sum of their judged probabilities. This article
shows that the total judged probability of a set of mutually exclusive and
exhaustive hypotheses increases with the degree to which the evidence is
compatible with these hypotheses. This phenomenon, which we refer to as the
enhancement e�ect, is consistent with a descriptive account of subjective
probability called support theory. # 1997 John Wiley & Sons, Ltd.
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Previous research has shown that di�erent descriptions of the same event can give rise to di�erent
judgments of the probability of that event. More speci®cally, the judged probability of an event can
increase as its description becomes more detailed (e.g. Fischho� et al., 1978). To accommodate such
®ndings, Tversky and Koehler (1994) developed a theory in which subjective probability is not
attached to events Ð as in other models Ð but rather to descriptions of events, referred to as hypo-
theses. According to this account, called support theory, each hypothesis A has a support value s(A),
corresponding to the strength or weight of evidence for A. The judged probability that the focal
hypothesis A rather than the alternative hypothesis B holds, assuming that one and only one of them is
valid, is given by:

P�A;B� � s�A�
s�A� � s�B� �1�

That is, the probability of a hypothesis is given by its support normalized relative to the support of the
alternative.
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The support associated with a hypothesis is interpreted as a measure of the strength of evidence
available to the judge in favor of the hypothesis. Depending on the context in which the judgment is
made, this support measure may re¯ect an analysis of objective data (e.g. the homicide rate in the
relevant population) or a subjective impression mediated by judgmental heuristics such as representa-
tiveness or availability (Kahneman et al., 1982). For example, the support for the hypothesis `Jim is
an engineering major' may be based on the degree to which Jim's personality matches that of the
stereotype of an engineering student.

Support theory distinguishes between explicit and implicit hypotheses. For example, `homicide' (H)
is an implicit hypothesis, whereas `homicide by an acquaintance or homicide by a stranger' (Ha _Hs)
is an explicit hypothesis describing the same event. Support theory assumes that the support of
an implicit hypothesis is generally less than or equal to the support of an explicit hypothesis that refers
to the same event, which in turn is less than or equal to the sum of the supports of the components.
That is, if Ha and Hs form a partition of H, then

s�H�4 s�Ha _Hs�4 s�Ha� � s�Hs� �2�
That is, the support function is subadditive with respect to both implicit and explicit disjunctions
(Rottenstreich and Tversky, in press).

Support theory (i.e. equations (1) and (2)) implies that the judged probability of the focal hypothesis
increases when the focal hypothesis is `unpacked' into its components, and that the judged probability
of the focal hypothesis decreases when the alternative hypothesis is unpacked into its components.
Both memory and attention e�ects may contribute to this phenomenon. Unpacking a hypothesis into
its components may remind the judge of possibilities that he or she might otherwise have overlooked,
or it may increase the salience of possibilities that were not made explicit. The unpacking e�ect implies
that people do not assess the probability of a hypothesis by adding the assessments of the individual
components; rather, they appear to construct and evaluate a summary or composite representation of
the hypothesis. This possibility is elaborated in the general discussion.

A common manifestation of the unpacking e�ect involves the discounting of the residual hypothesis,
de®ned as the complement of a focal elementary hypothesis (e.g. that the patient su�ers from some-
thing other than a common cold, or that the correct answer to a test question is di�erent than one's
guess, etc.). This paper investigates the factors that control the degree of discounting of the residual
hypothesis. In the following experiments, subjects judged the probability of each in a set of four
mutually exclusive and exhaustive hypotheses. For example, in the ®rst experiment, subjects were asked
to assess the probability that a college student has a speci®ed major given that he or she de®nitely
majors in a social science, which consists of Economics (A), Political Science (B), Psychology (C), or
Sociology (D). Subjects were asked to evaluate the probability of each elementary hypothesis (e.g. John
majors in economics, A) against its residual (e.g. John does not major in economics, �A). Note that
the residual �A (i.e not economics) is an implicit hypothesis that has the same extension as B _ C _D
(i.e. political science or psychology or sociology).

According to support theory, the probability of the hypothesis A that John majors in economics is
represented:

P�A; �A� � s�A�
s�A� � s� �A�

The support of the residual s� �A) can be expressed as w �A�s�B� � s�C� � s�D��, where 04 w �A 4 1 by
subadditivity of s� �A). Hence, w �A � s� �A�=�s�B� � s�C� � s�D��. This index measures the degree of
subadditivity or discounting of the residual hypothesis �A. In our example, the value of w �A re¯ects the
degree to which the support for the individual majors (Political Science, Psychology, Sociology) is
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discounted when those possibilities are included implicitly in the residual hypothesis serving as an
alternative to the focal hypothesis (Economics).

The subadditivity of the support function, implied by 04 w �A 4 1, predicts that when the
probability of each of the four mutually exclusive and exhaustive hypotheses is judged against its
residual, their total probability (denoted T) will exceed one, contrary to standard probability theory.
Thus in the example above we have T � P�A; �A� � P�B; �B� � P�C; �C� � P�D; �D�5 1. Considerable
research supports this prediction, which has been observed even in the case of expert judgments made
by physicians (Redelmeier et al., 1995) and options traders (Fox et al., 1996).

Our concern in this paper is to extend our understanding of the relationship between the evidence
upon which a probability judgment is based and the degree to which the residual is discounted. In the
most general case, each hypothesis �A has a di�erent discounting factor w �A 4 1. This form makes no
prediction beyond the inequality T 5 1. At the other extreme, the discounting factor is a constant for
all hypotheses. With a constant discounting factor of 0.5, for example, the support of the residual
hypothesis always equals half the sum of the support of its components. Thus evidence suggesting that
John majors in Psychology would provide only half as much support for a residual hypothesis
including Psychology as it would for Psychology as the focal hypothesis. This form implies that
judged probabilities remain unchanged if the support values of all hypotheses under consideration are
increased by a constant factor.

We introduce an intermediate form in which the discounting factor w �A of the residual hypothesis is
inversely related to the support of the focal hypothesis s�A�. For simplicity, we assume that w �A is a
linear function of s(A):

w �A � 1 ÿ bs�A� �3�

where b > 0. That is, the greater the support of the focal hypothesis A, the greater the degree of
discounting of its alternative, residual hypothesis (i.e. the smaller the discounting factor w �A�.

This linear discounting model re¯ects the intuition that when the focal hypothesis has a great deal of
support, the corresponding residual hypothesis will be unpacked into its components to a lesser extent,
and evidence supporting the individual components of the residual hypothesis will be evaluated less
exhaustively, than when the focal hypothesis has less support. For example, if there is substantial
evidence in favor of `psychology', the hypothesis `not psychology' will not be as readily unpacked into
its components `economics or political science or sociology', and the evidence suggesting each of those
components will tend not be considered individually, resulting in a lower w. In contrast, if there is
minimal evidence in favor of `psychology', then `not psychology' may be more readily unpacked into its
components, and the evidence supporting each of those component hypotheses may be more likely to
be considered, resulting in a higher w. Thus, greater support for the focal hypothesis is expected to be
associated with smaller values of w for the corresponding residual hypothesis, as captured in equation (3).

This form implies the enhancement e�ect: If the support of each elementary hypothesis under
consideration increases by a constant factor, then each judged probability should also increase. Hence,
the sum of the judged probabilities of all elementary hypotheses T is predicted to increase when the
support of each hypothesis is enhanced. In our college majors example, if new information about the
student (e.g. that he subscribes to Time magazine and likes to stay up to date on current events)
increases the support of each possible social science major, the total probability assigned to the four
possible majors is expected to increase.
A key di�erence between support and probability is that support need not be compensatory:

Evidence may be encountered that increases the support for each in a set of mutually exclusive
and collectively exhaustive hypotheses. Classical probability theory, on the other hand, requires com-
pensatory probability judgments: Increases in the probability of one hypothesis must be compensated
for by decreases in the probability of one or more of its alternatives. According to the present account,
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however, the subadditivity of the support function can lead to probability judgments that are not fully
compensatory. In particular, our treatment of enhancement predicts that evidence that increases the
support of all the hypotheses under consideration results in probability judgments that are correspond-
ingly less compensatory and thus yields greater total probabilities T . This prediction is tested in the
following studies.

For each study, we gather independent judgments of support to test qualitative and quantitative
predictions about enhancement. The qualitative prediction is that as the support for each in a set
of hypotheses increases, so does the sum of the judged elementary probabilities. The quantitative
prediction is that the discounting of a residual hypothesis is inversely related to the support of the focal
hypothesis. Because we gather both probability judgments and independent assessments of support, we
can estimate the discounting weights w and test the linear discounting model of equation (3), which
extends the original formulation of support theory by providing a more precise description of how the
discounting weights w are in¯uenced by enhancement of the evidence.

The support for a hypothesis can be derived from subjects' probability judgments (see Tversky and
Koehler, 1994). Alternatively, the subject can be asked to give a direct assessment of the extent to which
the available evidence supports a hypothesis. The direct assessment task can be couched in generic
terms applicable across a wide variety of domains in which the notion of evidential support is explicitly
mentioned (e.g. to what extent does the available evidence support the hypothesis that Team X will win
the game?) or it can be adapted speci®cally for the task at hand via a natural variable assumed to
correspond to support in that domain (e.g. how strong is Team X this season?). Neither type of rating is
without drawbacks: It could be argued that in the generic rating task subjects may not make the
conceptual distinction between support and probability, while use of an adapted rating task depends
on the assumption that the natural variable in question is in fact the basis upon which the probability
judgments are made. To avoid overreliance on a single method, some of the present experiments used a
generic rating task and others used an adapted rating task.

Experiment 1 demonstrates the enhancement e�ect and tests the linear discounting model using
probability judgments of college students' majors based on courses the students had taken. The courses
used as evidence varied in how strongly they supported the possible majors. We assume that the
support for a hypothesis is based on representativeness; hence we use as our direct measure of support
subjects' ratings of the conceptual relatedness between academic ®elds. These independent ratings
allow estimation of the linear discounting model. Greater values of T were expected for those courses
that were perceived as highly related to the possible majors. Experiment 2 tests whether the enhance-
ment e�ect is observed for judgments of relative frequency as well as of probability; Experiment 3 tests
whether the enhancement e�ect can be attributed to a confusion of (inverse) conditional probabilities.

Experiment 4 examines the case of adding new evidence rather than substituting di�erent evidence to
increase support. Subjects judged the probabilities of di�erent college majors on the basis of an initial
set of evidence and again as additional information was provided. Independent ratings of support were
obtained using the more generic rating task described above; subjects assessed the extent to which the
evidence supported the hypotheses under consideration. Greater values of T were expected as more
evidence is encountered in favor of each of the hypotheses under consideration. Experiment 5 investi-
gates judgments of the guilt of potential suspects in two crime stories. Judgments of the suspiciousness
of the suspects are used as measures of support. In all experiments, the linear discounting model
provides a good ®t of the data.

EXPERIMENT 1

In Experiment 1 we test enhancement by using as evidence courses that vary in the degree to which they
support the four di�erent social science majors under consideration.
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Method
Subjects were 115 Stanford University students and sta�, recruited either through the introductory
psychology subject pool or a newspaper advertisement run in the daily newspaper. Subjects from these
two sources did not di�er systematically in their responses, so this variable is not considered in the
analyses which follow. Data from one additional subject were dropped as this subject failed to
complete the questionnaire as instructed.
The subjects' task was to assess the probability that a college student had a speci®ed major based on

a course the student was said to have taken (cf. Mehle et al., 1981). Subjects were asked to consider
target students speci®ed by ®rst name and last initial. Each student was said to attend a large state
university in the midwestern United States. Subjects were told that each student de®nitely had a
social science major, which at this university consisted of (A) Economics, (B) Political Science,
(C) Psychology, and (D) Sociology. Subjects were asked to make their judgments based on one of four
di�erent courses the target student was said to have taken in the second year: Western Civilization,
French Literature, Modern Physics, or a Statistics course on data analysis. These four courses were
chosen by selecting two typical and two atypical courses varying along a `hard±soft' dimension.
Statistics is a `hard' course typical of most social science majors, while Western Civilization is a `soft'
course that is also fairly typical. French Literature is a `soft' but atypical course for social science
majors, while Physics is a `hard' atypical course. Our treatment of enhancement suggests that
the typical courses should yield a greater degree of residual discounting than should the atypical
courses.

Probability judgments
On the basis of the course information, subjects were asked to judge the probability that the target
student had a speci®c major (e.g. P�B; �B): the probability that Greg H. majors in Political Science).
Instructions regarding this task were as follows:

The probability you assign to a given major can vary between 0% (which means that you are
certain the student does not have that major) and 100% (which means you are certain that the
student does in fact have that major). Note that when you say a student has an X% (say, 35%)
probability of having a given major, you are also in e�ect saying that the student has a 100ÿ X%
(in this case, 65%) probability of having some other major instead.

Subjects estimated the probability of these elementary hypotheses by circling one of the numbers 0%,
5%, . . ., 100% on the scale provided.

Each subject assessed all 16 possible combinations of course with major in one of two possible
orders. In other words, for each course, subjects assessed the probability that someone who had taken
that course had each of the four possible majors. To avoid an explicit demand for additivity, the
16 questions were not blocked by course type, and the ®rst names of the students involved varied from
one major to the next within a course type. Male names were used with Statistics and Physics, and
female names were used with Western Civilization and French Literature. The order in which the
16 probabilities were assessed had no systematic e�ect on the judgments and thus is disregarded in the
analyses which follow.

Relatedness judgments
A separate group of 46 Stanford students judged, on a 0±10 scale, the relatedness between pairs of
®elds corresponding to the courses (Statistics, Western Civilization, French Literature, Physics) and the
majors (Economics, Political Science, Psychology, Sociology). We treat these relatedness judgments as
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measures of the extent to which a particular course supports a particular major. Instructions were
as follows:

Please rate the degree of relatedness between the pairs of academic ®elds given below. For
example, mathematics and physics would probably be considered highly related, while chemistry
and music would probably be considered unrelated. For each pair of ®elds, make your rating by
circling a number on the provided scale.

Note that no distinction was made between what served as courses and as majors in the experiment;
instead both courses and majors were labeled as `academic ®elds' to prevent subjects in this task from
attempting to estimate p(course jmajor) or p(major j course). Subjects also judged the relatedness
between each course and the `social sciences as a whole'.

Results and discussion

Relatedness judgments
Exhibit 1 displays the mean relatedness judgments for the majors and courses. A Course by Major
repeated measures analysis of variance was performed on these data revealing a signi®cant main e�ect
of Course, F�3; 671� � 497:7, p < 0:001, but no e�ect of Major, F�3; 671� < 1. The Course by Major
interaction was also signi®cant, F�9; 671� � 15:7, p < 0:001. As expected, the two courses that would
seem to be typical of a social science major (Statistics and Western Civilization) received higher ratings
of relatedness to all the majors than did the `atypical' courses (French Literature and Modern Physics),
t�671� � 38:1, p < 0:0001. The judged relatedness of the courses to the `social sciences as a whole'
reinforce this ®nding, again indicating greater relatedness for the typical courses.
We note, incidentally, that the judged relatedness of the courses to the social sciences as a whole

are generally closer to the maximum than to the mean relatedness judgment of the course to the
individual majors, suggesting that when judging the course's relatedness to the social sciences as a
whole, subjects may have brought to mind the speci®c social science major that was most compatible
with the course. For example, when rating French Literature's relatedness to the social sciences as a
whole (M � 3:36), subjects may have based their judgment on its relatedness to the major within social
science they thought a French Literature course would most bene®t, namely Sociology (M � 3:50).

Probability judgments
The probability judgments show a similar pattern to that found for the relatedness judgments, as
can be seen from Exhibit 2. First, as predicted by support theory, the total probability assigned to
the elementary hypotheses (T) are substantially greater than 1. Of the 115 subjects, only 7 had values of

Exhibit 1. Mean relatedness judgments for each major, listed by course, in Experiment 1

Course

Major Statistics Western Civilization French Literature Modern Physics

Economics 8.73 5.83 1.72 2.46
Political Science 6.22 7.26 3.22 1.70
Psychology 7.33 5.78 2.76 2.28
Sociology 6.76 7.26 3.50 1.63
All Social Science 7.31 6.91 3.36 2.44
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T that were equal to or less than 1. Second, the predicted e�ect of enhancement was observed, in that
the value of T increased with the typicality of the course. A Course by Major repeated measures
analysis of variance revealed signi®cant main e�ects of Course, F�3; 1701� � 124:7, p < 0:001, and of
Major, F�3; 1701� � 5:17, p < 0:01, as well as a signi®cant interaction, F�9; 1701� � 52:1, p < 0:001.
The enhancement e�ect was re¯ected by a signi®cant contrast between the two typical courses and the
two atypical courses, t�1701� � 9:43, p < 0:001. That is, not only were the two typical courses judged
as being more strongly related to the possible majors, they also yielded greater total probabilities.
The observed enhancement e�ect implies that, contrary to standard probability theory, people's

judgments are not fully compensatory. The stronger support o�ered by the typical courses increased
the average probability assigned to the possible majors. Observation of the enhancement e�ect is also
not easily reconciled with nonadditive probability theories such as Shafer's theory of belief functions
(Shafer, 1976), which implies superadditive judgments (i.e. T 4 1) that become less superadditive as
more evidence is revealed (see Tversky and Koehler, 1994, p. 559). Cohen's (1977) theory of Baconian
probabilities, another nonadditive model, is also superadditive and therefore inconsistent with the
data. It should be noted that these theories were developed as logical rather than psychological
accounts of evidential evaluation. Comparison of these theories to the data is instructive, nonetheless,
as some authors (Cohen, 1979; Van Wallendael and Hastie, 1990) have considered them as possible
descriptive models of judgment.

Estimation of discounting model
Using the mean probability judgments and the mean relatedness judgments, w was estimated for
each course±major pair using the equation:

P�A; �A� � s�A�
s�A� � w�s�B� � s�C� � s�D��

where s represents the direct support rating in the form of relatedness judgments. Fitting the linear
discounting model relating w to the mean relatedness judgments across the sixteen judgments yields
b � 0:107. Based on this single parameter estimate, the probability judgments can be predicted from
the relatedness judgments. Exhibit 3 plots the predicted probabilities based on the ®tted discounting
model against the mean judged probabilities. Judgments based on atypical courses are represented by
®lled points; judgments based on typical courses are represented by un®lled points.
The correlation between the predicted and observed mean judgments is 0.939. The mean signed and

absolute di�erences between the predicted and observed mean judgments are ÿ0:006 and 0.063,
respectively. The probability judgments are predicted quite well from independent judgments of
relatedness between ®elds using the simple linear model relating s�A� and w �A.

Exhibit 2. Mean elementary probability judgments for each major and their total T , listed separately for each
course in Experiment 1

Course

Major Statistics Western Civilization French Literature Modern Physics

Economics 0.66 0.40 0.31 0.45
Political Science 0.41 0.60 0.46 0.32
Psychology 0.59 0.37 0.39 0.35
Sociology 0.52 0.59 0.45 0.30
Elementary total (T) 2.18 1.96 1.61 1.42
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One might ask how well the probability judgments can be predicted by assuming a constant value
of w instead of the present discounting model. Exhibit 4 compares the goodness-of-®t achieved by the
two models in the present experiment as well as in two subsequent experiments. The table indicates that
(1) the null hypothesis b � 0 can be rejected and (2) the linear discounting model generally improves
upon the ®t achieved by the constant w model.

EXPERIMENT 2

Because the e�ect of unpacking is generally more pronounced in judgments of probability than in
judgments of relative frequency (Tversky and Koehler, 1994), it is instructive to test whether
the enhancement e�ect extends to estimates of relative frequency. To this end, both probability
and (relative) frequency judgments were elicited using the same task as that of the previous experi-
ment.

Exhibit 3. Predicted probability based on the linear discounting model plotted against mean judged probability
for all course±major pairs in Experiment 1
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Method
Subjects were Stanford University undergraduates (N � 170) who participated in exchange for course
credit in their introductory psychology class. Subjects either estimated the probability that a student
who had taken a particular course had a designated major or else estimated the proportion (i.e. relative
frequency) of social science majors in the course who had that major. Only two courses were used:
Statistics and French Literature. Subjects given the probability task considered two target students
speci®ed by ®rst name and last initial. Subjects given the frequency task estimated the proportion of
social science majors in a given course that had a speci®ed social science major. Each subject gave four
probability or frequency judgments (one for each of the four possible majors), two for the Statistics
course and two for the French Literature course. Our goal was not to compare corresponding estimates
in the two formulations directly, but rather to test whether the enhancement e�ect is eliminated when a
frequentistic formulation is used.

Results
The mean elementary judgments of each major for the two courses appear in Exhibit 5, listed
separately for the probability and frequency estimation tasks. In all cases the totals (summed over
di�erent groups of subjects) exceed 1, in accord with the predictions of support theory. The enhance-
ment e�ect was replicated in this experiment: Judgments were generally higher for the Statistics course
information than for the French Literature course information, paired t�337� � 6:87, p < 0:001:

As expected, the frequentistic formulation produced considerably lower values of T than the
probabilistic formulation, although T was greater than 1 for both types of judgment. Most import-
antly, the enhancement e�ect was very much in evidence for the frequency judgments, t�179� � 6:60,
p < 0:001, as well as for the probability judgments, t�157� � 3:24, p < 0:005.

EXPERIMENT 3

The results of the previous experiments suggest that subjects' judgments were in¯uenced by the
frequency with which social science majors take the course in question (i.e. the course's `baserate'
among social science majors). Normatively, the course baserate should not in¯uence these judgments
because they are already conditioned on the assumption that the student has taken the course.

It could be argued that the enhancement e�ect observed in these experiments is due in part to a
confusion of the probability that someone in a given course has a speci®c major, p(major j course), and

Exhibit 4. Comparison of ®t to observed data (mean probability judgments) achieved by the linear discounting
model and by a model assuming a constant value of w in Experiments 1, 4, and 5. Also listed for each experiment
is the result of a test of the null hypothesis b � 0 implied by the constant w model

Constant w model Linear discounting model Test of b � 0
< tab>

Exp. Corr Signed Abs.dev. Corr. Signed Abs.dev. t(14) Signif.

1 0.617 ÿ0:015 0.072 0.939 ÿ0:006 0.063 12.66 p < 0:001
4 imp 0.860 ÿ0:009 0.047 0.925 ÿ0:002 0.029 23.30 p < 0:001
4 exp 0.749 ÿ0:011 0.046 0.816 ÿ0:007 0.038 11.26 p < 0:001
5 0.587 ÿ0:010 0.049 0.781 ÿ0:010 0.065 0.84 n.s.

Note: Corr � correlation between predicted and observed values; Signed � average signed deviation between predicted and
observed; Abs:dev: � average absolute deviation between predicted and observed. The implicit and explicit residual conditions
of Experiment 4 are referred to as 4 imp and 4 exp, respectively.
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the probability that someone with a given major has taken a speci®c course, p(course jmajor).
Experiment 3 was designed to test this possibility.

Method
Subjects (N � 35) were students at Stanford University who participated in exchange for credit in their
introductory psychology course. Data from two additional subjects were not analyzed as these subjects
failed to complete the questionnaire as instructed.

As in Experiment 1, each subject estimated all 16 possible combinations of course with major, but
this time judged the probability of the course given the major. All subjects completed the same
questionnaire, with instructions as follows:

At a large, Midwestern state university, the social sciences consist of four di�erent majors:
Economics, Political Science, Psychology, or Sociology. For each major, you will be asked to
estimate the percentage of students with that major who have taken a speci®ed course sometime
during their undergraduate career. Obviously, you won't know the exact ®gures, so you will need
to base your judgments on what you know about the sorts of courses generally taken by students
with di�erent academic majors.

Judgments were blocked by major and presented alphabetically. Within each major the four courses
were presented in a ®xed order, again arranged alphabetically. The questions were presented in a
frequentistic form (e.g. what percentage of Economics majors take a Western Civilization course as an
undergraduate?). Subjects responded by circling a number between 0% and 100% on a scale, as in the
previous experiment.

Results and discussion
The median judgments obtained from this study along with the probability judgments from Experi-
ment 1 are presented in Exhibit 6, which plots separately for each course the median judgments
associated with each of the four possible social science majors. There are three noteworthy features of
this ®gure. First, focusing only on the judgments of p(course jmajor), we see that, for all four majors,
higher probabilities were generally given for the typical courses than for the atypical courses. This

Exhibit 5. Mean elementary judgments for each of the four possible majors and
their total T in Experiment 2, listed by course information and type of judgment

Type of judgment

Course and major Probability Frequency

Statistics course:
Economics 0.58 0.47
Political Science 0.40 0.38
Psychology 0.48 0.46
Sociology 0.41 0.30
Total (T) 1.87 1.61

French Literature course:
Economics 0.24 0.19
Political Science 0.48 0.33
Psychology 0.29 0.25
Sociology 0.56 0.34
Total (T) 1.57 1.11
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observation is consistent with our assumption (which was also supported by the relatedness judgments
of Experiment 1) that the Statistics and Western Civilization courses are seen as more typical of social
science majors than are the French Literature and Physics courses. It also suggests that the average
judgment of p(course jmajor) over majors can be used to predict the e�ect of enhancement on
estimates of p(major j course). That is, in some cases at least, the inverse conditional probability
may serve as a measure of `compatibility' that can be used to compare the two bodies of evidence
directly.

Exhibit 6. Median judgments of p(major j course) from Experiment 1, shown in solid lines, and of
p(course jmajor) from Experiment 3, shown in dashed lines, plotted separately for each course.
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Second, Exhibit 6 shows that the ordering of majors is generally the same in judgments of
p(major j course) and of p(course jmajor). Thus the support values for each major given a course
obtained in the previous experiment can be predicted from the probabilities assigned to di�erent
courses given that the student has the major in question. These results suggest that the support for a
major provided by a given course might be derived from the typicality or representativeness of the
conjunction of the major and the course (e.g. that Greg H. majors in economics and takes a statistics
course).

Third, and perhaps most importantly, Exhibit 6 clearly shows that subjects distinguish between the
inverse conditional probabilities. If subjects fail to make the conceptual distinction between p(A jB)
and p(B jA), a possibility that has been suggested by a number of investigators (e.g. Bar-Hillel, 1983;
Dawes, 1988; Dawes et al., 1993; Eddy, 1982), then there should be no systematic di�erences between
the judgments obtained in Experiments 1 and 3. Instead, judgments of p(course jmajor) were without
exception higher than judgments of p(major j course) for the typical courses (i.e. courses with high
enrollment among social science majors), and lower than p(major j course) for the atypical courses.

According to probability theory, p(course jmajor�=p�major j course� � p�course�=p�major�. If we
assume, as seems reasonable in the present experiment, that the prior probabilities of the four majors
are approximately equal, then the ratio p(course jmajor�=p�major j course) should vary as a function of
course but not of major if subjects properly distinguish between the two conditional probabilities. The
confusion hypothesis, in contrast, predicts that the ratio should be approximately one regardless of the
prior probability of the course. We computed the ratio p(course jmajor�=�major j course� using the
mean values from Experiments 1 and 3 for the 16 possible combinations of course and major, and then
analyzed these data using a two-way analysis of variance. This analysis showed, as predicted by
enhancement but not by the confusion hypothesis, that the ratio varied systematically as a function of
course, F�3; 9� � 13:8, p < 0:001, but not as a function of major, F�3; 9� < 1. Evidently, the enhance-
ment e�ect observed in Experiment 1 cannot be attributed merely to the confusion of inverse
conditional probabilities.

It might be argued that this comparison does not constitute a fair test of the confusion hypothesis,
however, because the judgments of p(major j course) collected in Experiment 1 were given a
probabilistic formulation, while the p(course jmajor) ratings collected in the present experiment
were given a frequentistic formulation. One way to address this problem is to compare the
p(course jmajor) ratings with the frequentistic p(major j course) ratings collected in Experiment 2, so
that the two types of judgment do not di�er in how they were formulated. An analysis similar to that
above of the ratio p(course jmajor�=p�major j course) using the mean values from Experiments 2 and 3
also revealed a main e�ect of course, F�1; 3� � 24:7, p < 0:05, but not of major, F�3; 3� � 1:8, n.s.
Unless one is willing to endorse the unparsimonious assumption that the enhancement e�ects observed
in probability and in frequency judgments arise from entirely di�erent causes, this result renders
unlikely the possibility that the enhancement e�ect is entirely attributable to a confusion of inverse
probabilities. The present results do not show, of course, that every one of our subjects clearly
distinguished between the two inverse probabilities or that such a confusion made no contribution at
all to the enhancement e�ect observed in Experiments 1 and 2. What they do show is that the confusion
hypothesis is not su�cient to account for the observed e�ects of enhancement.

EXPERIMENT 4

In Experiment 4 we test enhancement by adding rather than substituting evidence, that is, by
examining how probability judgments change as new evidence is encountered. We compared the
judgments assigned to di�erent majors given a single course taken by the target student in his or her

# 1997 John Wiley & Sons, Ltd. Journal of Behavioral Decision Making, Vol. 10, 293±313 (1997)

304 Journal of Behavioral Decision Making Vol. 10, Iss. No. 4



second year (as in Experiment 1) to the judgments given when additional information about
the student was also provided. The additional information was selected to be generally compatible with
all social science majors, and thus was expected to generally increase the support for each of the
possible hypotheses. According to the present treatment, therefore, the introduction of this new
evidence should produce the enhancement e�ect (i.e. greater values of T ).

Method

Undergraduates at Stanford University (N � 182) participated in the experiment in exchange for
course credit. As in the previous studies, subjects were told that all the target students attended a large
state university in the midwest, and that each de®nitely had a social science major of Economics,
Political Science, Psychology, or Sociology.

Each subject evaluated two students (Greg and Lisa) under low information and then the same two
students under high information. In the low-information condition, subjects made their estimates on
the basis of a single course the student had taken in his or her second year and the gender of the student
in question. In the high-information condition, subjects were given additional information regarding
jobs the student had held, other courses the student had taken, and issues of concern to the student.
These pieces of information were combined in a way that avoided inconsistency but did not single out a
speci®c major as especially likely. As an example, in one case subjects encountered the following
description; the material in brackets constitutes the `low-information' condition:

[Greg H. majors in a social science. In his second year, he took a philosophy course on logic.] Greg
has also taken a class on comparative government. He spent one summer working with mentally
retarded children, and has also worked at an investment banking ®rm. He is very interested in
socio-economic class di�erences in society.

In this example, each piece of additional evidence seems to support a di�erent speci®c hypothesis
(e.g. government class provides evidence for political science major, banking job provides evidence for
economics major, etc.). We call this type of additional evidence `Distinctive'.

For the other student, each piece of additional evidence supported all of the hypotheses under
consideration:

[Lisa J. majors in a social science. In her second year, she took a biology course on evolution.] Lisa
has also taken a statistics class on data analysis, and aWestern Civilization class. She subscribes to
Time magazine, and likes to stay up to date on current happenings in the news.

We call this type of additional evidence `Common'. Each subject saw Common evidence for one
student and Distinctive evidence for the other.

Probability judgments

Each subject evaluated two di�erent target majors for each of the two students considered in a given
information condition. Di�erent groups of subjects evaluated di�erent majors within each case so that,
over subjects, we obtained estimates of the probability of all four majors for each case. Subjects circled
their judgments on the same scale used in the previous experiments.

The explicitness of the residual hypothesis was also varied. Subjects in the implicit residual condition
(n � 151) rated, for instance, `the probability that Greg majors in Economics rather than another social
science'. Subjects in the explicit residual condition (n � 31) rated `the probability that Greg majors in
Economics rather than Political Science, Psychology, or Sociology'.
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Support judgments
A separate group of 48 paid Stanford subjects and 34 San Jose State introductory psychology students
judged the extent to which each student description `supported' the conclusion that the student had
a particular major. Subjects made judgments of the support for the four majors for Greg under
low and high-common information and for Lisa under low and high-distinctive information (a total of
16 judgments).

Results and discussion

Probability judgments
The mean judged probabilities for the di�erent majors, residual descriptions, students, and levels of
information are displayed in Exhibit 7. Analysis of variance revealed main e�ects of Major,
F�3; 1397� � 8:57, p < 0:001, Student (Greg versus Lisa), F�1; 1397� � 3:77, p < 0:06, and Informa-
tion condition, F�2; 1397� � 9:92, p < 0:001, as well as a signi®cant Major by Information interaction,
F�6; 1397� � 12:70, p < 0:001. The results can be summarized as follows: (1) the totals (T) of the mean
judged probabilities across the four majors are uniformly greater than 1; (2) T is greater for high
information than for low information, t�1397� � ÿ4:3, p < 0:001; (3) enhancement is observed under
both Common and Distinctive added evidence (the di�erence between the two conditions is non-
signi®cant, t�1397� � ÿ1:1); and (4) enhancement is observed for both implicitly and explicitly framed
residual hypotheses, and is more pronounced in the former than in the latter case, F�1; 1397� � 10:41,
p < 0:001.

Estimation of discounting model
The support ratings, combined with the mean probability judgments from Exhibit 7, were used to
relate w �A to s�A�, separately for the implicit and explicit residual conditions. The estimated values of b

Exhibit 7. Mean elementary probability judgments for each major and their total T assigned for each target
student under low, high-common, and high-distinctive information conditions, listed separately for the implicit
and explicit residual conditions of Experiment 4

Target/information Econ. Poli. Sci. Psych. Soc. total (T)

Implicit residual
Greg: low 0.32 0.38 0.40 0.38 1.48
Greg: high-common 0.43 0.55 0.25 0.45 1.68
Greg: high-distinctive 0.52 0.51 0.35 0.50 1.88

Lisa: low 0.22 0.25 0.50 0.41 1.38
Lisa: high-common 0.45 0.49 0.30 0.39 1.63
Lisa: high-distinctive 0.43 0.41 0.36 0.50 1.70

Explicit residual
Greg: low 0.31 0.35 0.36 0.32 1.34
Greg: high-common 0.48 0.47 0.20 0.44 1.59
Greg: high-distinctive 0.32 0.34 0.31 0.56 1.53

Lisa: low 0.23 0.24 0.41 0.39 1.27
Lisa: high-common 0.38 0.34 0.23 0.40 1.35
Lisa: high-distinctive 0.41 0.40 0.24 0.43 1.48

Note: Econ: � economics; Poli:Sci: � political science; Psych: � psychology; Soc: � sociology.
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were 0.096 and 0.077 for the implicit and explicit residual conditions, respectively. Exhibit 8 displays
the predicted and observed probabilities based on the ®tted linear discounting model, and shows that
the model provides a very good ®t to the data. Exhibit 4 indicates that, as in the ®rst experiment, the
linear discounting model outperformed a model assuming a constant value of w.

Experiment 3 showed that enhancement is not attributable to a confusion of inverse conditional
probabilities. The current results show further that the ordering of the inverse conditional probab-
ilities, that is, the probability of the information about the student given a speci®c major, does not
always predict the e�ect of enhancement. In contrast to Experiments 1 and 2, in Experiment 4 the
evidence actually became (objectively) less likely given any speci®c major under the high-information
condition, because the evidence in this condition was a conjunction of the low-information evidence
with further information about the student's preferences and values. Even though the inverse
conditional probabilities were necessarily lower under the high-information condition than under the
low-information condition, the additional information nonetheless induced enhancement (i.e. greater
values of T ). Such results suggest that the psychological concept of support cannot be equated with the
probability of the evidence given the hypothesis.

Exhibit 8. Predicted probability based on the linear discounting model plotted against mean judged probability
for the implicit and explicit residual conditions of Experiment 4.
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EXPERIMENT 5

Subjects read two crime stories and were asked to make judgments about the suspects involved. As in
the previous experiment, subjects gave their judgments twice: once under low-information conditions
and again after further evidence was revealed. One group of subjects was asked to assign probabilities
that various suspects were guilty of the crime in question. With these data we are able to test enhance-
ment in a domain quite di�erent from that of the college majors. This task is similar to that used
previously by Teigen (1983) and Robinson and Hastie (1985; see also Van Wallendael and Hastie,
1990), except that in the present experiment a given subject evaluated only a subset of the suspects to
avoid any explicit prompt to give additive judgments. Another group of subjects was asked to rate the
suspiciousness of the suspects rather than their probability of guilt. We used these ratings as a direct
measure of support.

Method
The subjects from Experiment 1 (N � 115) also participated in Experiment 5. Again, there were no
systematic di�erences among subjects obtained from the two di�erent recruitment procedures, so this
variable is not considered further. The data from one additional subject were dropped as that subject
failed to complete the questionnaire appropriately.
Two crime stories were constructed, one involving embezzlement (Case 1) and the other a murder

(Case 2). All subjects were presented ®rst with the embezzlement case and then with the murder case.
Each case involved four suspects, exactly one of which was guilty. In the low-information condition the
four suspects were introduced with a short description of their relationship to the case and possible
motive. Tentative alibis were also provided in the murder case but not in the embezzlement case, where
alibis seem less relevant. In the high-information condition the motive of each suspect was enhanced,
and in the murder case the alibis were sometimes brought into question. In general we constructed the
cases so that certain suspects appeared somewhat more guilty than others, and that all suspects
generally seemed more suspicious as more evidence was revealed. This is characteristic of mystery
novels, in which all suspects become increasingly suspicious as the story unfolds. In fact, the murder
case was adapted from P. D. James's Devices and Desires.

Probability judgments
Subjects were assigned either to the probability judgment task or to the suspiciousness rating task, and
gave ratings after reading the low-information material and again after reading the high-information
material. Subjects in the probability judgment task (n � 60) made judgments for two of the four
suspects. The same suspects were assessed by a given subject under low- and high-information
conditions.

Suspiciousness ratings
Subjects in the suspiciousness rating task (n � 55) rated two suspects for each case, both under low-
and high-information conditions. Target suspects were paired in the same way as in the probability
judgments. Subjects were instructed to make their ratings by giving a number between 0 (indicating
that the suspect is `not at all suspicious') and 100 (indicating that the suspect is `maximally suspicious').
Subjects were told:

Your ratings of a given suspect should re¯ect his or her relative suspiciousness in proportion to the
other suspects. So, for instance, if you feel that one suspect is twice as suspicious as the other, that
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suspect should be given a suspiciousness rating that is twice that of the other suspect. As another
example, assigning a suspiciousness rating of 60 to Suspect A and a rating of 20 to Suspect B
indicates your belief that Suspect A is 3 times as suspicious as Suspect B.

These instructions were intended to encourage subjects to give their ratings using a ratio scale.
Although subjects in both groups made evaluations for only two of the four suspects, the

information regarding all four suspects was presented to all subjects.

Results and discussion

Suspiciousness ratings
The mean suspiciousness ratings and probability judgments are listed in Exhibit 9 by case and
information level. As intended, the additional information provided under the high-information con-
dition made all of the suspects seem more suspicious, paired t�239� � 5:64, p < 0:001. (The one
exception is the artist in Case 2, who was given an alibi in the high-information condition and, as would
be expected, was consequently rated as less suspicious and less likely to be guilty.)

Probability judgments
While it is perfectly acceptable for all suspects to be rated as more suspicious under the high-
information condition, probability theory requires that the total probability T equal 1 even if all of the
suspects appear more suspicious. Nonetheless, as predicted by the present treatment of enhancement,
judged probability did in fact increase for all suspects (except the artist) under the high-information
conditions, paired t�211� � 8:53, p < 0:001. As shown in Exhibit 9, the probability judgments in both
cases added to more than 1, and the sum increased considerably as more evidence was provided.

Estimation of discounting model
As in the previous experiments, the discounting model (3) was used to relate the support estimates to
the rate of discounting of the residual w. The estimated value of the single parameter b was 1.20. The ®t

Exhibit 9. Mean suspiciousness rating and judged probability of each suspect under low- and high-information
conditions for the two criminal cases of Experiment 5

Suspiciousness Probability

Suspect Low info High info Low info High info

Case 1: Embezzlement
Accountant 0.41 0.53 0.40 0.45
Buyer 0.50 0.58 0.42 0.48
Manager 0.47 0.51 0.48 0.59
Seller 0.32 0.48 0.37 0.42
Total 1.70 2.10 1.67 1.94

Case 2: Murder
Activist 0.32 0.57 0.39 0.57
Artist 0.27 0.23 0.37 0.30
Scientist 0.24 0.43 0.34 0.40
Writer 0.38 0.60 0.33 0.54
Total 1.22 1.84 1.43 1.81
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of the model is indicated in Exhibit 4. As in Experiments 1 and 4, the correlation between predicted
and observed probability judgments was higher for the linear discounting model than for the constant
w model. It should be noted, however, that in terms of absolute and signed deviation the linear
discounting model did not perform better than the constant w model in this case.

GENERAL DISCUSSION

This paper reports several studies of the enhancement e�ect, in which the sum of judged probability for
a set of mutually exclusive and exhaustive hypotheses is increased by evidence that is compatible with
these hypotheses. We have demonstrated the e�ect using di�erent manipulations (substituting versus
adding evidence) and di�erent domains (college majors and crime stories). In these studies the e�ect
was of substantial magnitude, increasing T on average by approximately 20%. In this ®nal section we
review some related ®ndings from other studies and o�er some speculations regarding the causes of
enhancement.

As mentioned above, Robinson and Hastie (1985; also Van Wallendael and Hastie, 1990) investi-
gated probability judgments using crime stories, as we did in Experiment 5 (see also Teigen, 1983).
Subjects were presented with some background information regarding the case and then received a
series of clues, giving revised probability judgments after each. In contrast to our experiment, each
subject gave probability judgments for all the suspects. Despite the possibility that this method would
prompt subjects to make additive judgments, the sum of the judgments were consistently greater than
one. Consistent with our treatment of enhancement, Robinson and Hastie (1985) found that subjects
tended only to adjust the probability assigned to the suspect directly implicated by the clue and not any
of the remaining suspects, with the result that the presentation of clues suggesting the guilt of a suspect
increased the total probability assigned to the set of suspects. In their Experiment 3, for example, the
number of clues implying guilt was varied between subjects, and the resulting total probabilities
(estimated from Robinson and Hastie, 1985, Figure 5) were approximately 1.5, 2.5, and 4.3 given 0, 2,
and 4 guilty clues, respectively. As would be expected, the introduction of clues implying innocence
(which presumably decreased the compatibility of the evidence with the set of hypotheses) had the
opposite e�ect.

Peterson and Pitz (1988, Experiment 3) asked subjects to assess the probability that the number of
games won in a season by a particular baseball team fell in a given interval, based on either one, two, or
three cues (batting average, earned-run average, and total home runs). Subjects considered a number of
di�erent teams and, without their knowledge, assigned probabilities to all three components of a
partition (e.g. less than 80 wins, between 80 and 88 wins, more than 88 wins) for each team. Consistent
with enhancement, subjects assigned a greater total probability to the components of the partition as
the number of cues increased, with totals of 1.26, 1.61, and 1.86 for one, two, and three cues,
respectively. Increasing the number of cues only increased the total probability, however, when the
di�erent cues had con¯icting or mixed implications for the outcome variable (e.g. high batting average,
suggesting a winning season, combined with a high earned-run average, suggesting a losing season). As
implied by the current treatment, adding evidence yields enhancement only when the additional
information increases the compatibility of the evidence with each in the set of possibilities.

A recent study (Koehler, 1995) has tested enhancement using a classi®cation learning task, in which
subjects were presented with ®ctitious `patients' and asked to diagnose which of three in¯uenza (¯u)
strains each is su�ering from on the basis of a set of four symptoms. After a series of 240 training trials
during which subjects learned how the symptoms and ¯u strains are related, they were asked to judge
the probability that a patient with a given pattern of symptoms had a designated ¯u strain. Each
subject assessed the probability of all three ¯u strains given each of 16 possible symptom patterns. As

# 1997 John Wiley & Sons, Ltd. Journal of Behavioral Decision Making, Vol. 10, 293±313 (1997)

310 Journal of Behavioral Decision Making Vol. 10, Iss. No. 4



expected, these judgments added to more than 100%. As predicted by our discussion of enhancement,
and consistent with the results of Peterson and Pitz (1988), T increased with the con¯ict among the
symptoms in the symptom pattern: Subjects gave greater total probabilities for those patterns implying
two or more di�erent ¯u strains (M � 1:28) than for those implying only a single ¯u strain or no
particular strain (M � 1:07).

Taken together, the ®ndings from all these experiments suggest that a wide variety of manipulations
and experimental contexts give rise to enhancement. The manipulations of evidence producing
enhancement appear to fall into one of two general kinds: increasing the prevalence or baserate of the
evidence given the set of hypotheses under consideration, and increasing the number of hypotheses
implicated by or consistent with the evidence. What both manipulations do, we suggest, is increase the
extent to which the evidence supports each of the hypotheses under consideration. Other manipula-
tions with this consequence would also be expected to produce enhancement.

When a judge evaluates the probability of a focal hypothesis against its alternatives, it is likely that
the evidence will be assessed in terms of its implications for the focal hypothesis relative to a composite
representation of the residual. Thus, rather than ®rst evaluating the implications of the evidence for
each elementary hypothesis separately and then aggregating the support of those hypotheses included
in the residual, it appears that people ®rst aggregate the hypotheses in the residual and then evaluate
how well the resulting composite is supported by the evidence. Put this way, it seems that the support
o�ered by a body of evidence is used or absorbed more e�ciently by a hypothesis when it is represented
explicitly than when it is included implicitly in the residual. From this view, the task of identifying the
psychological mechanisms underlying enhancement becomes one of identifying how the composite
residual hypothesis is created and evaluated.
We conclude by o�ering a few speculations regarding this process. In creating a composite repre-

sentation of the residual, certain common features (e.g. those shared by all elementary hypotheses
included in the residual) will presumably become features of the composite. Other features of the
component elementary hypotheses will probably not be incorporated into the residual, which could
contribute to the discounting of the residual hypothesis. In a criminal case, for example, the feature
`male' might be incorporated into the residual representation if all or most of the alternative suspects to
the focal suspect are male. A feature such as `left-handed', in contrast, is unlikely to be incorporated
into the residual if it characterizes only a single member of the residual.

The evaluation of evidence is likely to be in¯uenced by the formation of a composite representation
of the residual. As an illustration, suppose that a designated piece of evidence supports any hypothesis
with a speci®c feature. In the case of a store burglary, for example, evidence that the burglar had a key
to the building would support the conjecture that the crime was committed by an employee rather than
an outsider. If the feature (in this case, `employee') is shared by the focal hypothesis and the residual,
the evidence may be counted as equally supportive of both. If the feature in question is actually a
characteristic of each speci®c hypothesis included in the residual (i.e. all the suspects are employees),
however, then the evidence should normatively favor the residual over the focal hypothesis by a factor
corresponding to the number of elementary hypotheses (suspects) included implicitly in the residual.
Thus the focal hypothesis will be favored by a support assessment process that compares features of the
focal hypothesis to those of the composite rather than to those of the component elementary
hypotheses included implicitly in the residual.

Finally, the focal hypothesis may determine which aspects of the evidence are used to assess support
in the ®rst place. Evidence that supports an elementary hypothesis included in the residual may not be
considered relevant (i.e. may be treated as nondiagnostic) if the critical feature of the elementary
hypothesis has not been incorporated into the residual's composite representation. Evidence that the
criminal must have been capable of moving some heavy items, for example, may not be treated as
diagnostic if the relevant feature (e.g. that one of the alternative suspects has a bad back) is not
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included in the residual representation. Such biases in the evaluation of evidence may contribute to the
enhancement e�ect, in which the addition of compatible evidence adds disproportionately to the
support of the focal hypothesis.
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