Solutions to practice problems on Multiple Regression

(The next 5 questions are based on the following information.)
Imagine that you are head of personnel at Huge Corp. The CEO keeps getting other people's mail by mistake, so she asks you to conduct a study of mailroom productivity. You take a random sample of 27 mailroom employees and gather data on the following variables:

· productivity (PROD = letters correctly sorted per minute), 

· experience (EXP = months of experience in the Huge Corp. mailroom), and 

· aptitude score (SCORE = score on the test they took when they applied for a job at Huge Corp.)  

You generate the following regression equation:  

Predicted PROD = 2.0 + 0.5 EXP + 0.2  SCORE 

1. Identify the independent variable(s) and the dependent variable(s).

(a) IVs:  Experience and aptitude score

DVs: Productivity

(b) IVs:  Productivity



DVs: Experience

(c) IVs:  Productivity



DVs: Aptitude Score

(d) IVs:  Productivity and Experience

DVs: Experience and aptitude score

Answer: (a)

The IVs are the predictors (experience and aptitude score) and the DV is the outcome variable (productivity)
2. Ernest has just been hired, and has an aptitude score of 80.  What level of productivity would you expect from Ernest?

(a) 2 letters sorted per minute

(b) 18 letters sorted per minute

(c) 42 letters sorted per minute

(d) 58 letters sorted per minute

Answer: (b)
He’s just been hired, so he has no experience: EXP=0.  

Also, SCORE=80

plugging the two predictor values into the regression equation:  

predicted PROD = 2.0 + 0.5 * 0 + 0.2 * 80 = 18

3. How much is Ernest’s productivity expected to improve after he gains an additional 6 months of experience?

(a) 1.2 more letters sorted per minute

(b) 3.0 more letters sorted per minute

(c) 16.0 more letters sorted per minute

(d) 21.0 more letters sorted per minute

Answer: (b)
When EXP increases by 6, the predicted value of PROD goes up by the slope for EXP, multiplied by 6:  0.5*6=3
4. What is the best interpretation of the intercept term (2.0) in the regression equation?

(a) This is the predicted gain in average productivity for each additional month of experience

(b) This is the predicted gain in average productivity for each additional point of aptitude score.

(c) This is the predicted average productivity for all new hires.

(d) This is the predicted average productivity for new hires with an aptitude score of 0.

Answer: (d)

y-intercept gives predicted Y when all the X’s are zero.

In this problem, it’s the predicted PROD when EXP=0 (meaning new hires) and SCORE=0 (meaning an aptitude score of 0)

5. Jack has 3 months more experience than Jill,  but Jill’s aptitude score is 20 points higher than Jack’s.   Who is expected to be more productive?

(a) Jack is expected to be more productive than Jill.

(b) Jill is expected to be more productive than Jack.

(c) Jack and Jill are expected to have about equal productivity.

Answer: (b)
You can use the slope coefficients to answer this.  Jack “gains” 0.5*3 =1.5 for his 3 months additional experience, but Jill “gains” 0.2*20=4 for her 20-pt higher aptitude score.    So Jill is expected to be more productive, by 4-1.5 = 2.5 units of PROD.

Or you can plug in values into the equation, using symbols.  Let E0 be Jill’s experience, and S0 be Jack’s aptitude score.

Plug in EXP=E0+3 and SCORE=S0 for Jack: 

predicted PROD = 2.0 + 0.5*(E0+3) + 0.2 S0 = 3.5+.5E0 + 0.2S0

Plug in EXP=E0 and SCORE=S0+20 for Jill: 

predicted PROD = 2.0 + 0.5*E0 + 0.2 (S0+20) = 6.0+.5E0 + 0.2S0

So Jill is expected to be more productive, by 2.5 letters per minute.

(The next 4 questions are based on the following information.)
In class, we discussed a two predictor regression equation using total SAT score (SATSUM) and High-school grades (HSGPA) to predict first-year college grades (FYGPA):

predicted FYGPA = -.873 + .00144 SATSUM + .58 HSGPA

R2 = 0.358
residual SD =0.594

6. Which measure(s) describe how well the two predictors, as a team, predict first-year college grades?

(a) the slope coefficients (.00144 and .58)

(b) the intercept term (-.873)

(c) the R2 value (0.358)

(d) both (a) and (b)

Answer: (c)

The R2 value, the Adjusted R2, and the residual SD are the measures that describe how well the regression equation predicts the outcome variable.  The coefficients of the regression equation (options (a) and (b)) don’t tell how well the regression equation is doing.

7. How can we compare the two predictors in terms of how well they predict FYGPA?  Choose the best statement below:

(a) changing SATSUM by 400 points (holding HSGPA constant) and changing HSGPA by 1 point (holding SATSUM constant) both predict about the same change in FYGPA.

(b) changing SATSUM by 200 points (holding HSGPA constant) and changing HSGPA by 2 point (holding SATSUM constant) both predict about the same change in FYGPA.

(c) HSGPA is a better predictor because .58 is much larger than .00144.

(d) SATSUM is a better predictor because it’s listed first. 

Answer: (a)

Option (a) describes comparable changes in FYGPA associated with changes in SATSUM and changes in HSGPA.  

changing SATSUM by 400 pts: 
400*.00144 = .576 change in predicted FYGPA

changing HSGPA by 1 pt: 

1 * .58 = .58 change in predicted FYGPA

8. What percentage of the variability in first-year college grades are not explained by SATSUM and HSGPA?

(a) 59.4%

(b) 35.8%

(c) 64.2%

(d) 40.6%

Answer: (c)

1- R2 = 1-.358 = .642 = 64.2% of the variability is left unexplained by the two predictors.

9.  Assume that the residuals for this regression are normally distributed, and that the variance of the residuals is the same for all values of the independent variables.   Estimate the 90th percentile of first-year college grades for students with SATSUM=1000 and HSGPA=3.0. 

(a) 2.08

(b) 2.31

(c) 2.80

(d) 3.07

Answer: (d)

The regression equation can tell us the predicted mean of Y for SATSUM=1000 and HSGPA =3.0.  The residual SD tells us the SD of Y,  for all values of the IVs (that’s the homoscedasticity or “equal variances” assumption)  And because the residuals follow the  normal distribution, we can use the z table to determine percentiles.

predicted mean of Y for SATSUM=1000 and HSGPA=3.0:  

-.873 + .00144* 1000 + .58 *3 = 2.307

SD of Y when SATSUM=1000 and HSGPA=3.0: 


it’s the residual SD = .594

Using a normal distribution z-table, find the z-score for 90th percentile:  z=1.28

90th percentile is 1.28 SDs above the mean:  2.307 + 1.28 *.594 = 3.067

(The next 8 questions deal with the following information.)

Below are several regression analyses involving data for the 50 states in the U.S., measured in 2001.   We will consider several models predicting income per capita (INCOME), from the following predictor variables:

BA:  percentage of state residents with bachelor’s degrees (ranging from 15 to 33 percent)

COMMUTE: the average commute time between home and work for the state’s residents (ranging from 16 to 32 minutes)

	Model
	Regression Equation
	R2
	Adj. R2
	Residual SD

	1
	Predicted INCOME = 11345  + 392 COMMUTE
	.169
	.152
	3077

	2
	Predicted INCOME = 6665  + 585  BA
	.559
	.550
	2242

	3
	Predicted INCOME = 3277  + 536 BA + 193 COMMUTE
	.596
	.579
	2168


Detailed output for Model 3:

	
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	3277
	2390.9
	1.4
	0.1770

	BA
	536
	76.1
	7.0
	6.94E-09

	COMMUTE
	193
	92.6
	2.1
	0.0429


10. Determine the correlation coefficient (r) between INCOME and BA.

(a) r=.41

(b) r=.54

(c) r=.65

(d) r=.75

Answer: (d)

r between INCOME and BA is the square root of R2 for Model 2:  sqrt(.559) = .75
11. For the state of Florida, INCOME=$21,557, BA=22.3, and COMMUTE=26.2.

Use the best overall model to determine the predicted value of INCOME for Florida, and whether the residual for Florida is positive or negative.

(a) predicted INCOME = $20,286

residual is positive

(b) predicted INCOME = $20,286

residual is negative 

(c) predicted INCOME = $21,615

residual is positive

(d) predicted INCOME = $21,615

residual is negative

Answer: (a)

prediction for Florida using Model 3 (which has the highest Adj R2):  

3277 + 536*22.3 + 193*26.2 = $20,286

The actual INCOME value ($21,557) is greater than the predicted value.   So the residual is positive for Florida.  

12. Connecticut’s BA score is 4 points higher than New York’s BA score, but Connecticut’s COMMUTE score is 7 points lower than New York’s COMMUTE score.  Based on this information, which state is predicted to have higher per capita income?

(a) New York is predicted to have higher INCOME than Connecticut.

(b) Connecticut is predicted to have higher INCOME than New York.

(c) The predictions for the 2 states are identical.

Answer: (b)

We want to compare the size of a 4 point change on BA to a 7 point change on COMMUTE., in terms of how they affect the predicted INCOME.

Imagine moving from NY to CT:

(this means adding 4 to BA and subtracting 7 from COMMUTE in Model 3)

1. first, increase BA by 4, which would raise predicted INCOME by 4*536 = 2144

2. then, decrease  COMMUTE by 7, which would decrease predicted INCOME by 7 * 193 = 1351

The gain in predicted INCOME from the increase in BA is bigger than the loss in predicted INCOME from the decrease in COMMUTE:  2144 > 1351.

So Connecticut is predicted to have higher INCOME than New York (specifically, the prediction for CT is 2144-1351 = 793 higher than the prediction for NY).  

13. If you knew the BA score for a state, would it be helpful for you to know the COMMUTE score for that state also? 

(a) Yes, it would be useful to know COMMUTE in addition to BA, because the COMMUTE predictor is statistically significant in Model 3.

(b) Yes, it would be useful to know COMMUTE in addition to BA, because Model 3 fits better than Model 2 based on Adjusted R2.

(c) No, it would not be useful to know COMMUTE in addition to BA, because Model 2 fits better than Model 1, based on Adjusted R2.

(d) Both (a) and (b) are true.

Answer  (d).

The two predictors BA and COMMUTE together are better than BA alone (b/c Model 3 fits better than Model 2, by Adjusted R2).  So (b) is true. 

In addition, COMMUTE is a statistically significant predictor in Model 3, which also tells us that it’s a helpful predictor.  So (a) is also true.

Best answer is therefore (d)

14. What is the best interpretation of the intercept term (3,277) in Model 3?

(a) People who don’t have bachelor’s degrees and work at home make $3,277.

(b) In states where no one has a bachelor’s degree and everyone works at home, people make $3,277 on average.

(c) The intercept term doesn’t have a useful interpretation on its own, because it isn’t reasonable to plug in BA=0 and COMMUTE=0.

(d) Both (a) and (c) are equally good interpretations.  

Answer: (c)

It doesn’t make sense to plug in BA=0 and COMMUTE=0 (because there’s no data with those values), so the y-intercept isn’t a meaningful number.  Options (a) and (b) both involve (unsuccessfully) trying to interpret what BA=0 and COMMUTE=0 would mean.  

15. Construct a 95% confidence interval for the additional income associated with each additional minute of commute time, holding constant the percentage of people with bachelor’s degrees.

(a) between $12 and $374

(b) between $100 and $286

(c) between $387 and $685

(d) cannot be determined, because the standard errors for Models 1 and 2 aren’t given.


Answer: (a)

“the additional income associated with each additional minute of commute time, holding constant the percentage of people with bachelor’s degrees” ( this means the coefficient for COMMUTE in Model 3.

Point estimate of the coefficient = 193

Standard error of the point estimate = 92.6

critical t with df=47 for 95% interval = 1.96

193 +/- 1.96*92.6   ( (193 +/- 181) ( from 12 to 374

16.  Why does the coefficient for the COMMUTE predictor change from Model 1 to Model 3?  Choose the best explanation(s) below.

(a) The coefficient changes because of sampling variability; a different sample of states was used for Model 3 than for Model 1. 

(b) Because the predictors BA and COMMUTE are correlated, some of the differences in BA “contaminate” the coefficient for COMMUTE in Model 1.

(c) Because R2 is larger for Model 3, the coefficients in the regression equation need to get smaller. 

(d) Both (a) and (b).

Answer: (b)

BA and COMMUTE are correlated with each other, so some of the predictive power of BA ends up “contaminating” the coefficient for BA in Model 1.  When we control for COMMUTE in Model 3, that contamination (but not contamination due to other confounding variables) is removed.

(a) is not correct because the sample of states is exactly the same for both models – so there’s no sampling variability causing differences between Model 1 and 3. 

(c) is not correct because there’s no systematic relationship between R2 and the size of regression coefficients. 

17. Which of the following could be the overall standard deviation of the 50 INCOME scores in the data set?  (Hint: No formal calculations are needed here.)

(a) $0

(b) $1,142

(c) $2,242

(d) $3,342

The overall standard deviation of INCOME needs to be larger than the SD of the residuals for any model that predicts INCOME.  So the SD of INCOME needs to be larger than the biggest residual SD of 3077.  $3,342 is therefore the only reasonable option.

Optional:  In fact, with some algebra we can directly calculate the overall SD of INCOME 

Recall that the variance of income = SSTotal/(n-1).   So what we want to calculate is sqrt(SSTotal / (n-1))

Because the unexplained proportion of variance is (1-R2)=SSResidual / SSTotal, we can solve for SSTotal:
SSTotal = SSResidual / (1-R2)

And SSResidual is related to the Residual SD in the ANOVA table:  

SSResidual = (Residual SD)^2 * (Residual df)

Putting it all together we get the ugly formula: 

SD of Income = sqrt[(Residual SD)^2  * (Residual df) / ((1-R2) * (n-1)) ]

We can plug in the Residual SD,R2, and Residual df (which is n-k-1) for any of the three models, and we’ll get the same answer (within some rounding error).

Using Model 1:
SD of Income = sqrt[3077^2  * (50-2) / ((1-.169) * (50-1)) ] = 3340.8

Using Model 2:
SD of Income = sqrt[2242^2  * (50-2) / ((1-.559) * (50-1)) ] = 3341.4

Using Model 3:
SD of Income = sqrt[2168^2  * (50-3) / ((1-.596) * (50-1)) ] = 3340.6

In all 3 cases, we’re right near (within rounding error) of 3342, which is the value you get from the raw data.
(The next 4 questions are based on the following information.)

We will now consider factors predicting the top speed of the n=74 cars.  The relevant variables:

· TOPSPEED: Top speed of the car (in miles per hour)

· WEIGHT: Vehicle weight (in pounds) 

· HORSEPOWER: Maximum horsepower of the car’s engine

Summaries of two regressions predicting TOPSPEED are below:

Model 3: TOPSPEED regressed on WEIGHT

Predicted TOPSPEED = 85.24 + 0.00839 WEIGHT

R2 = .313

R2(Adjusted) = .304
Residual Standard Deviation  = 8.72

Model 4: TOPSPEED regressed on WEIGHT and HORSEPOWER

Predicted TOPSPEED = 96.44 - 0.00792 WEIGHT + 0.349 HORSEPOWER

R2 = .987

R2(Adjusted) = .986
Residual Standard Deviation  = 1.22

18. Suppose all we know about a car in the sample is that it weighs 4000 pounds.  What would we predict its top speed to be?

(a) 64.8

(b) 85.2

(c) 96.4

(d) 118.8

Answer: (d)

If all we know is WEIGHT=4000, we use Model 3 to make predictions:

Predicted TOPSPEED = 85.24 + 0.00839 * 4000 = 118.8
19. Suppose all we know about a car in the sample is that it weighs 4000 pounds and it has 200 horsepower.  What would we predict its top speed to be?

(a) 64.8

(b) 118.8
(c) 134.6

(d) 192.3

Answer: (c)

Here we use Model 4 to make predictions about TOPSPEED:

Predicted TOPSPEED = 96.44 - 0.00792 * 4000 + 0.349  * 200 = 134.56

20. How much of the variability in TOPSPEED is explained by HORSEPOWER and WEIGHT together?  

(a) About 12%

(b) About 31%

(c) About 85%

(d) About 99%

Answer: (d)

Use the R2 for Model 4 – that’s the proportion of variability in TOPSPEED that’s explained by the two predictors together.

21. Which option below best describes the relationship between WEIGHT and TOPSPEED?

(a) Overall, lighter cars tend to have higher top speeds.  When controlling for horsepower, lighter cars still tend to have higher top speeds.   

(b) Overall, heavier cars tend to have higher top speeds.  When controlling for horsepower, however, lighter cars tend to have higher top speeds.   

(c) Overall, lighter cars tend to have higher top speeds.  When controlling for horsepower, however, heavier cars tend to have higher top speeds.   

(d) Overall, heavier cars tend to have higher top speeds.  When controlling for horsepower, heavier cars still tend to have higher top speeds.   

Answer: (b)

The “overall” relationship is given by the WEIGHT coefficient in Model 3 (+.00839).  Knowing nothing else about 2 cars, the heavier car is more likely to have the higher TOPSPEED. 

The relationship “controlling for horsepower” is given by the WEIGHT coefficient in Model 4. (-.00792).   Holding horsepower constant, the heavier the car, the lower the predicted value of TOPSPEED.   That is, comparing 2 cars with the same value of HORSEPOWER but differing on WEIGHT,  the heavier car is more likely to have the lower TOPSPEED.

